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Preface 

These proceedings contain the papers selected for presentation at the sixth edition of 
the International Symposium on Web & Wireless Geographical Information Systems 
held in Hong Kong during December 2006.  This symposium was intended to provide 
an up-to-date review of advances in both theoretical and technical development of 
Web and Wireless Geographical Information Systems (W2GIS). It was the sixth in a 
series of successful events beginning with Kyoto 2001, and alternating locations 
annually between East Asia and Europe.  It now represents an ever-increasing 
spatially aware geotechnology research community. 

Now in its sixth year, W2GIS has matured in name from a “workshop” to a full  
2-day “symposium” – recognition by the field as a forum for quality dissemination 
and discussion on the latest research and development achievements in the domain.  
The number of papers received for this symposium demonstrates not only the growing 
importance of this field for researchers but also the growing impact these 
developments have in the daily lives of all citizens.   

From well over 130 submissions, 72 papers were initially selected as being directly 
in scope with the symposium, and from these, 24 papers (33%) were selected for final 
presentation and inclusion in the proceedings.  Each paper received three reviews and 
was ranked accordingly.  The accepted papers cover a wide range of topics from the 
Semantic Web, Web personalization, contextual representation and mapping to 
querying in mobile environments, mobile networks and recent developments in 
location-based services and applications. 

We had the privilege of having a distinguished invited talk by Yufei Tao, Depart-
ment of Computer Science of the City University of Hong Kong.  The best paper from 
the symposium was selected by the Steering Committee and invited for an extended 
journal publication by Transactions in GIS. 

We wish to thank the authors that contributed to this workshop for the high quality 
of their papers and presentations and the support of Springer LNCS.  We would also 
like to thank the Program Committee for the quality and timeliness of their 
evaluations.  Finally, many thanks to the Steering Committee for providing 
continuous advice. 

 
October 2006                                                                                       James D. Carswell 

Taro Tezuka  
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Putting Location-Based Services on the Map

Michael Grossniklaus, Moira C. Norrie, Beat Signer, and Nadir Weibel

Institute for Information Systems
ETH Zurich

8092 Zurich, Switzerland
{grossniklaus, norrie, signer, weibel}@inf.ethz.ch

Abstract. Location-based services for users on the move provide a con-
venient means of filtering information based on current geographical po-
sition. However users also often want to retrieve or capture information
associated with past or future locations. We show how new technologies
for interactive paper can be used to augment conventional paper maps
with location-based services using a combination of user tracking and
pointing to the map to specify location.

1 Introduction

Location-awareness is an important aspect of context-awareness and can thus be
exploited to reduce the information bandwidth in mobile systems by delivering
only information relevant to the current user situation. This is important due
to not only limitations of mobile devices, but also the fact that users may be
involved in parallel activities or need to react quickly to a given situation. How-
ever, users in mobile environments often want to retrieve or capture information
relevant to a particular location either before or after the visit, possibly as part
of a planning or decision-making process. For example, tourists may use time in
a cafe to enquire about restaurants near the next location that they plan to visit
or to write entries in their travel journal.

Tasks that involve the planning and reviewing of routes and visits within a
city require an overview of the spatial layout of a city rather than just localised
maps, together with the ability to easily view areas other than the current loca-
tion. A well-known disadvantage of current mobile devices is the fact that the
small screen size makes it awkward to perform such tasks. While some projects
have used Tablet PCs to increase available screen size, this clearly restricts mo-
bility. Conventional paper maps, on the other hand, satisfy the requirements of
mobility as well as providing the required spatial overview. In addition, they
have advantages in terms of readability in outdoor environments, especially by
users collaborating, and can be easily annotated.

We show how digital pen and paper solutions can be used to provide a range
of location-based services based on interactions with a paper map and audio
feedback delivered via a text-to-speech engine. Our system offers flexible posi-
tioning modes as locations can be specified either implicitly based on current user

J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 1–11, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



2 M. Grossniklaus et al.

location obtained from a position sensor, explicitly by having the user point to
the map with the pen or by using coordinates stored in an application database.

In previous work, we have developed a general framework that enables digital
pen and paper solutions to be used not only for the digital capture of handwrit-
ing, but also for real-time interaction with a vast range of digital services. In
this paper, we show how the resulting concept of interactive paper can be used
to augment a paper map with four well-known types of location-based services
that provide information about places of interest, events and also help the user
find locations on the map. As an additional location-based service, handwrit-
ten information can be captured and associated with either the user’s current
location or a location pointed to on the map. For each of these services we will
examine in detail the kinds of positioning modes that they support by describing
the functioning of selected tasks a user can accomplish with our system.

In Sect. 2, we motivate the use of interactive paper maps as an interface to
location-based services in mobile environments and discuss related work. Sec-
tion 3 presents the underlying technologies for interactive paper and Sect. 4
then describes the location-based services accessible through the map. Details
of the system implementation are presented in Sect. 5 and concluding remarks
are given in Sect. 6.

2 Motivation and Related Work

Tourists make extensive use of maps before, during and after city visits. Tasks
performed during a visit have been categorised as locator, proximity, navigation
and event tasks [1]. Locator tasks are concerned with questions such as “Where
am I?” and “Where is X?”. Proximity tasks deal with finding objects or people
located near to the user’s current location. Navigation tasks involve route finding
either from the user’s current location to a given location or object, or between
any pair of specified objects/locations independent of the current location. Event
tasks deal with finding information about what happens at a given place.

Early digital maps tended to focus on navigation, but recent ethnographic
studies on the use of maps by tourists emphasise the need to support a much
wider range of tasks [2]. Large maps provide a tourist with an overview of the fea-
tures of a city and the spatial relationships that help tourists locate themselves,
identify potential areas of interest and keep track of places visited. Various forms
of annotation are often used to highlight locations and routes and note names
of facilities such as restaurants.

Tourism is a domain with considerable potential for the use of mobile technolo-
gies and a number of projects have developed PDA-based tourist guides, with
Cyberguide [3] and GUIDE [4] among the earlier examples. While some projects
have focussed on navigation, others have addressed issues such as context-aware-
ness, interaction, visualisation or collaboration. Studies show that tourists spend
a lot of time comparing and combining information, but it is difficult to sup-
port these activities on small digital mobile devices. Also interaction is often
awkward as it is tedious to input large amounts of information. For this reason,
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some projects have opted for the use of Tablet PCs [4, 5], enabling them to
provide much richer information displays and services to the user. Clearly the
problem with these devices based on current technologies is that they are rela-
tively large and heavy. Another approach is to investigate means for accessing
supplementary and dynamic information as well as advanced digital services in
a more natural way. The use of pen and paper as an interface can be seen as
a natural interaction and various projects have investigated the use of paper
maps either for accessing digital information [6, 7] or for the capturing of infor-
mation [8]. Digital pen and paper functionality offered by the Swedish company
Anoto [9] provides an easy-to-use solution for the digital capture of handwriting
on paper and several projects have used these to build annotation systems, such
as for example in ButterflyNet [10]. These systems are much more convenient
for users than inputting annotations digitally, even when using handwriting on
digital devices.

For all four categories of map-based tasks defined at the beginning of this
section, location plays a key role and hence location-awareness based on user
tracking is an important feature of many mobile tourist information systems.
Some systems allow tourists to specify an arbitrary location on the map [11],
or to select a location from a list of the last recorded positions [4, 12]. However,
in many cases, the specification of the location is only meant to be used as a
fallback solution if no other positioning system is available and is not supported
as a real feature of the system. Other systems such as Rasa [13] or NISMap [8]
support explicit positioning on a map, but they do not provide implicit tracking
of positions, since they are not meant to be used in a mobile environment.
Nevertheless, pointing to map positions is a very convenient way of specifying,
not only where one wishes to go in seeking directions, but also past and future
locations. For example, in planning activities for the evening ahead, a tourist
may want navigation information from their hotel to a restaurant or information
about events close to the hotel without them actually being located at the hotel.
It is therefore important that user location can be specified either explicitly,
implicitly or through coordinates stored in an application database. If implicit
positions from a location sensor are used, it has to be possible to use several
alternative tracking technologies that are combined seamlessly.

Another desirable feature of mobile tourist information systems is the possibil-
ity to capture information. The Graffiti system [14], for instance, allows tourists
on the move to create electronic notes and associate them with a location. In [15],
mobile phones equipped with RFID receivers were used to track user positions
and publish location-based pictures, videos or annotations.

Our goal was to develop a complete solution that could support all four cate-
gories of map-based tourist tasks, exploiting the advantages of the combination
of implicit, explicit and database-driven position tracking, as well as providing
means for tourists to record their travel experiences. In the next sections, we
describe how this can be achieved through the implementation of interactive
paper maps based on a general cross-media content publishing system that we
have developed.



4 M. Grossniklaus et al.

3 Interactive Paper

A number of digital pens are now commercially available based on Anoto func-
tionality. These technologies are able to track the position of a pen on paper
through a combination of a special dot pattern printed on paper that encodes
position information and a camera inside the pen as illustrated in Fig. 1(a).

The dot pattern, which is almost invisible, encodes (x,y) positions in a vast
virtual document space. Camera images are recorded and processed in real-
time giving up to 100 (x,y) positions per second. The technology was originally
developed for the digital capture of handwriting and several pages of handwriting
can be captured and stored within the pen before being transferred to a PC
via a Bluetooth or USB connection. Hitachi Maxell and Logitech have recently
released pens based on Anoto functionality that can also be used in streaming
mode where position information is transmitted continuously. This enables the
pens to be used for real-time interaction as well as writing capture.

Camera

Processor

Memory

Battery

Ink
Cartridge

0.3 mm

(a) Anoto technology

The Meadows Theatre Big
Tops housing the Chinese
State Circus ...

(b) Pointing to the map

Fig. 1. Interactive paper maps

We have developed a general link service for interactive paper [16, 17], which
enables active areas to be defined on paper and bound to digital resources such
as images, videos or web pages, or to services such as a text-to-speech engine,
a database system or an application such as Microsoft PowerPoint. Thus, the
digital pen on paper can be used in much the same way as a mouse would be
used during web browsing to activate links to static documents as well as trigger
specific application calls.

Using these technologies, we have developed interactive paper maps to support
tourists on the move based on a text-to-speech output channel. Interaction with
the map provides access to a range of location-aware services and users can also
annotate the map or link annotations written in a separate document to positions
on the map. Maps have been developed both for general tourist information in
the city of Zurich and, specifically, to support visitors to the Edinburgh Festivals
based on a map showing festival venues as presented in Fig. 1(b). We use the
latter example in the rest of this paper to describe the functionality, operation
and implementation of the system in detail.
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4 Location-Based Services

In this section, we detail the various types of location-based services and inter-
actions that can be supported by interactive maps. Figure 2 shows part of a map
developed for visitors to a festival, where services can be accessed by touching
the pictograms at the top. In addition, certain services may be accessed by di-
rectly pointing to a location on the map. For example, in the case of the festival
system, pointing to a location anywhere on the map accesses information about
the venue closest to that location.

Fig. 2. Accessing location-based services on the map

Table 1 shows the services offered by our system grouped under the four
categories described earlier. In addition to these services we added annotation
functionality that will be described later in this section. A main contribution of
our system is its support to acquire positional context information in different
ways and the seamless transition between these input modalities. A first method
to provide input for a location-based service involves real-time positional infor-
mation provided by a sensor such as a Global Position System (GPS) device.
This implicit tracking of positional information and its application for access-
ing location-based services represents the most common input form in existing
location-aware applications. However, in our system a user can also provide lo-
cation information explicitly by pointing with the digital pen to a specific loca-
tion on the interactive map. Finally, positions that are stored in the application
database can be used. Note that our architecture not only supports these three
positioning modes for providing location information, but based on the actual
service, the user can also freely combine them. To give an example, let us have
a look a the navigation service Get me (from X) to Y shown in Tab. 1. If a
user does not explicitly provide information about X, the current GPS position
is taken as input parameter. However, the user can also specify X by pointing
to the map with the digital pen or it can be derived from information currently
accessed from the application database. The same mechanism can be applied to
define the target Y for this specific navigation service. We will now examine in
more detail the positioning modes used in the services our system offers.

Locator tasks enable tourists to find the current position of people or objects
on the map. To find their own position, location is specified implicitly by a
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Table 1. Positioning modes for location-based services

Service Explicit Implicit Stored

Locator
Where am I? �
Where is X? �

Proximity
What is near X? � � �
Who is near X? � � �

Navigation Get me (from X) to Y. � � �
Event What is going on at X? � � �
Annotations � � �

tracking sensor. On the other hand the position of another person or the lo-
cation of a sight could be stored in the database and retrieved from it. For
example, in the festival system, the coordinates of all festival venues are stored
in the application database. When the map locator service is activated to find
the position where an event is taking place, the application queries the festival
database and retrieves the position of the location associated to this event.

Proximity is defined as the task of locating objects or people nearby. The use
of three distinct positioning modes allows us to extend this definition to locate
entities either in proximity to the user, a location pointed to on the map or an
object stored in the application database. For this task, our system supports all
three kinds of location modes. As an example, after touching the pictogram of
the What’s on at...? service, a user can explicitly specify a position on the map
with the pen and then the system retrieves all events nearby based on the venue
coordinates stored in the database.

Most mobile navigation systems provide functionality to guide tourists from
their current position provided by a sensor to an explicitly specified location or
attraction. Moreover they normally adapt the directions if tourists do not follow
the indications. Our system supports the Navigation task, by allowing tourists
to get directions based on coordinates from the database as well as implicit and
explicit positioning modes. To plan future activities, a tourist may specify both
the starting point and destination on the map. On the other hand, if tourists
want directions to a location, the current position will be used as the starting
point. Navigation may even be useful in the other direction to provide a route
from a specific point on the map to the tourist’s current position in order to
give directions to someone else. In the festival system that service is based on
landmark navigation since this was considered to be appropriate for tourists in
an unknown city [18]. Of course, it is also possible to integrate other navigation
services into our framework.

Accessing information about what is going on at a particular location is de-
fined as an Event task. Information about events may be accessed in very differ-
ent ways. One tourist may be interested in what is going on right now or what
is on at a given theatre in the evening. Our location-based services may be used
to find events happening close to the current location or a location specified
on the map and to answer questions like “What is nearby?” or “What is going
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on at the location X?”. Such services were central to our festival system and
our interactive map provided an easy and natural means of accessing them and
could be used on its own or together with other interactive documents such as
the event brochure.

As described earlier, a novel feature of our system is the use of audio feedback
to guide users when working with pen and paper. As an example of such an
interaction based on paper-based pen input and audio output, let us look at
the locator process. The locator algorithm first checks whether the position of
the search location is on the map. If this is the case, the locator computes the
quadrant on the map which contains the location based on the physical size of
the map and the coordinate system used to express the position of the location.
It is important to note that our system supports maps of any size and in the
case of the festival system we offered both A3 and A4 maps as well as a mini-
map printed on a paper bookmark. A series of iterative steps is then used to
direct the user’s pen to the correct position on the map. Whenever the user
touches the map with the pen, the locator computes the distance D between the
current position of the pen’s nib and the desired destination. It then indicates
to the user how to get the pen closer to the desired location by telling them
the corresponding offset in terms of how many centimetres they have to move
up, down, left or right. Once the distance D between the pen’s position and the
position of the desired location falls below a specific threshold P , the system
switches over to the nearness mode where the exact distance is no longer told
to the user, but they are guided using the approximate “You are close! Move a
little bit to the right”. Once the tourist has successfully moved their pen to the
search location on the map, the locator process informs the user that they have
found it and then terminates.

Since our system is basically composed of a map and a pen, annotations are a
simple way of integrating comments and notes. In order to highlight interesting
locations or activities, tourists may write comments on the map, annotating
directly the area of the city or the specific sight of interest. Tourists may insert
notes or comments and link them with a particular area or location on the
map. The comment added is stored in XML for later retrieval, either by the
same tourist or by another tourist interested in the same location. As shown in
Tab. 1, linking handwritten notes to a position on the map is in fact another
location-based service offered by our system. The annotations may be either
automatically linked to the current tourist’s position provided by the GPS sensor
or explicitly bound to a specific location on the map. Once annotations have been
inserted into the system, the interactive paper map also allows tourists to later
retrieve the written comments by pointing to the Get comments on... pictogram.
If the user also specifies a position on the map, the system retrieves comments
bound to locations within a certain range from it. Otherwise the system gets the
current position as specified by the GPS sensor, retrieving comments linked to
the locations nearby.

The services and interactions presented so far have primarily focused on in-
formation that is delivered by the system to the user. However, by offering the
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functionality to store annotations made on paper in digital form, our system sup-
ports a different kind of interaction that provides the user with the possibility
to input and store information from the map directly in the system.

5 Implementation

To support the provision of location-based services, our system uses three dis-
tinct information sources to track positions of the users and objects—a GPS
sensor, positions coming from the map and coordinates stored in the application
database. The GPS sensor defines positions by means of latitude, longitude, el-
evation and time, whereas the positions on the map are defined as a set of (x,y)
coordinates. The use of maps of different sizes and formats does not allow the def-
inition of a clear and unique system, but rather encodes positions in many differ-
ent scales. Moreover, the position of locations, sights, buildings and people could
be stored in an database using different application-specific coordinate systems.

The architecture of our system, shown in Fig. 3, takes the different coordinate
systems into consideration and enables the delivery of location-based information
using a seamless switching between the implicit and explicit positions, as received
by the sensors, or application-specific positions from the Application Database.

Fig. 3. General architecture of the interactive map system

The Client is connected to a GPS sensor, to a Bluetooth digital pen and
to the application database through a Position Transformer component. In or-
der to use the implicit current position of the user, explicit positions whenever
the pen touches the map or the application-specific positions coming from the
database, the position transformer acts as a proxy and transforms the positions
into a unique coordinate system, which may vary depending on the application.
For the festival application the standard Universal Transverse Mercator (UTM)
system was used, as it is currently a good approximation of spatial coordinates
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on a two-dimensional plane. The GPS position is retrieved when needed by
the different location-based services. When receiving an (x,y) position from the
map, depending on the requested functionality, the Client may contact either the
Content Publishing Service or the Navigation Service. The Content Publishing
Service is responsible for retrieving information from the Application Database.
Depending on the user’s preferences, it then publishes the location-based infor-
mation by means of special templates which define how to present the output
to the user. In our festival system, the Content Publishing Service is responsible
for delivering VoiceXML output, which is then interpreted by a text-to-speech
engine present on the client device. In other applications, we used visual output
channels such as PDAs, wall-mounted displays and also head-mounted displays.

If the Navigation Service is invoked, the system generates routing information
based on the positions specified by the tourist (implicit, explicit or stored) and on
the landmarks stored in the Location Database. The information returned is then
processed by the Content Publishing Service which generates the appropriate
output format.

The control flow of the application is depicted in Fig. 4. The interaction is
started by the pen which touches the map in order to select a location-based
service. If a position on the map is directly selected and no specific service is
active at the moment, the default service will be selected, which returns infor-
mation about the nearest location. Otherwise, if the user first selects a specific
service (e.g. What’s on at...?), the context will be set to this service and a second
interaction with the map is needed in order to specify a location. Alternatively,
if the user does not select any explicit location, the implicit current position will
be retrieved from the GPS sensor. After transforming the positions received by
the sensors, the system selects the right service and forwards the positions to
it. If needed the system will then contact the application database in order to
retrieve stored positions. Finally the system informs the user about the results
of the issued request.

To handle the capture of handwritten notes, capture areas may be defined
anywhere within the document. In the case of the map, it is possible to define a
capture area that covers the entire map. If a user starts to write within a capture
area, the system is able to detect from the prolonged contact of the pen and paper
that it is a writing rather than a pointing gesture and switches automatically to
capture mode. A general capture component collects all positional information
coming from the pen and generates an XML representation of the captured data
which can be processed by an Intelligent Character Recognition (ICR) engine
to get its textual representation or transformed to a JPEG image. In the case
of annotating the map to link a comment with a specific location, the bounding
box of the captured strokes is computed and the physical location represented
by the centre of the bounding box is associated with the comment. However, if
a user is writing a comment in a capture area that is not located on the map
and does not select an explicit position on the map within a given amount of
time, the user’s current position provided by the GPS sensor is automatically
associated with the captured note.
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Fig. 4. Application control flow

6 Conclusions and Future Work

We have shown how technologies for interactive paper can be used to provide
a range of location-based services in mobile environments based on interaction
with printed maps together with user positioning systems. Our system supports
three positioning modes—explicit, implicit and stored—that can be combined
depending on the type of location-based service. To interact with users, we com-
pensate for the static nature of the printed map by using audio feedback to guide
the usage of pen on paper.

Although, in this paper, we have focussed on the use of interactive maps in
mobile environments, clearly they may also be of use in other settings, especially
to support forms of collaboration and flexible annotation that are difficult to
mimic in digital worlds.
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Abstract. An increasing number of mobile phones feature embedded sensors 
such as GPS receivers, digital compasses or accelerometer-based tilt sensors. In 
this paper, we present an application framework for building spatially aware 
mobile applications – applications that visualize, process or exchange geo-
spatial information – on mobile phones equipped with such sensors. The core 
component of the framework is a novel, platform-independent XML data 
exchange format that describes the geographic vicinity of the mobile device. 
The format enables a variety of new mobile interaction styles and user interface 
types – from traditional text-based local search and information interfaces to 
innovative real-time user interfaces like geo-pointers and smart compasses.  

Keywords: Spatial information appliances, personal spatial assistants, location 
based services, geo-spatial information. 

1   Introduction 

Almost all information that exists is related to a certain place, area, or location: 
historical data may be related to buildings or streets; a timetable is related to a bus 
stop or train station; most content available on the World Wide Web is related to a 
place or region. In essence, information is almost always – at least to a certain extent 
– geographical. Web-based mapping applications like Google Maps, Yahoo Maps or 
Microsoft Windows Live Local, as well as geo browsing applications like Google 
Earth or NASA World Wind have recently raised the public awareness for the 
usefulness and the educational, as well as the entertainment value of geographical 
information. 

Even though many mobile applications today offer comparable functionality – such 
as location-based search and mapping – few have succeeded in conveying a user 
experience nearly as rich and dynamic as their desktop counterparts. Interestingly, 
novel and compelling concepts for interacting with geo-spatial information on mobile 
devices have already been suggested years ago. Based on the technology of 
Geographic Information Systems, Egenhofer [1] predicted Spatial Information 
Appliances – portable tools for professional users and a public audience alike, relying 
on fundamentally different interaction metaphors: Smart Compasses that point users 
into the direction of certain points of interest, Smart Horizons that allow users to look 
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beyond their real-world field of view or Geo-Wands – intelligent geographic pointers 
that allow users to identify geographic objects by pointing towards them. 

Our work is motivated by the vision that mobile phones will soon serve as generic 
hard- and software platforms for a variety of spatial information appliances. The 
device features necessary to realize this vision are already becoming available: 
Embedded GPS receivers, digital compasses and accelerometer-based tilt sensors are 
found in an increasing number of handsets and can be expected to be even more 
widespread in the near future. What is still missing today is a common application 
framework: a toolkit that leverages mobile geo-spatial applications by enabling 
developers to experiment with new interaction metaphors and to prototype user 
interfaces that offer experiences beyond what is offered by today’s applications.  

In this paper, we present such a framework, which we developed based on 
requirements derived from a series of Wizard-of-Oz user tests [3]. The paper is 
structured as follows: Section 2 discusses related work and explains our concept of 
spatial awareness. Section 3 lists the technical requirements we derived from the user 
tests. Section 4 describes our proposed data exchange format that enables rapid 
prototyping and development of spatially aware mobile applications. Section 5 
presents our framework implementation. Section 6 concludes with an outlook on 
future work. 

2   The Spatially Aware Device 

Several research projects have investigated mobile interaction with geo-spatial 
information: GeoNotes [2], Nexus [7], Urban Tapestries [5] or Riot [10], for example, 
are based on the common idea of attaching digital information to real-world places 
like a virtual post-it note or graffiti. A handheld device equipped with a location 
sensor (e.g. a GPS receiver) allows users to consume this location-based information 
or to actively participate as provider of information. Other projects have experimented 
with additional sensors beyond GPS: Wasinger et al, for example, presented a PDA-
based application that uses GPS and a digital compass to realize Geo-Wand-like two-
dimensional pointing functionality [13]. Similar ideas were applied by Mitchell et al 
[6] in the context of a mobile multiplayer game and Strachan et al [12] in the context 
of a spatial-audio-based navigation application. 

The common idea of creating a digital information space, interconnecting it with 
the real world through geographical references and using handheld devices as bridges 
between the real and the virtual space is consistent with our understanding of the 
spatial information appliance. However, we argue that the concept described by 
Egenhofer goes further: A spatial information appliance is not just a collection of 
sensors that measure basic geographical properties, which subsequently serve as 
search parameters in a spatial database query. Rather, we see spatial information 
appliances as smart, spatially aware personal geographical assistants: devices which 
themselves possess locally stored knowledge about the environment around them – its 
structure, its geometry and its visual appearance – and their own relative position and 
situation therein. This explicit knowledge enables them to support users in navigation 
and orientation tasks in real-time and to offer intuitive and compelling user 
experiences beyond what is offered by today’s location-based services.  
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3   Requirements 

Embedded sensors are obviously one essential precondition for enabling spatially-
aware applications. A second fundamental prerequisite is a data exchange format that 
captures and encodes geographical knowledge about the environment. In order to 
support more usable interfaces to geo-spatial information around the user, the format 
must model the environment in accordance with the user’s perception of space. It 
must also take into account the special characteristics of mobile devices, i.e. it must 
be suitable for processing on computationally limited hardware, and it must support a 
wide variety of different user interface types and interaction styles, since mobile 
devices differ widely in terms of form factor, input- and output characteristics and 
feature set (e.g. no sensors vs. embedded GPS and compass). 

In a user study, we have tested and compared mock-up user interfaces for different 
types of spatial information appliances [3]. The results of the study revealed the 
following three important findings: 

 
• While the traditional map representation still ranked among the most popular 

forms of user interfaces, ego-centric representations, such as the Geo-Wand or 
simplistic textual lists of nearby points of interest, were also rated as highly 
usable and intuitive. 

• Users appreciated an explicit indication of the visibility of nearby features and 
points of interest. 

• Orientation-awareness in three dimensions, rather than only in two, was 
appreciated. This is in accordance with findings presented e.g. by Rakkolainen 
and Vainio [9]. 

 
From the results of the user tests, and from our own experiences during the system 
specification phase of the project, we derived the following five technical 
requirements for a geographical data exchange format for spatial information 
appliances: generality, user-centeredness, cross-platform scalability, simplicity and 
compactness. 

 
Generality. The data format should be application-agnostic. Geographic XML 
formats such as the Geography Markup Language (GML [8]) are based on a Cartesian 
map metaphor. As our user tests have shown, intuitive spatially aware mobile 
applications can also be based on distinctively different interaction metaphors. While 
it is probably not entirely possible to define a data format without a particular user 
interface scenario in mind, the format should at least allow for a variety of possible 
solutions beyond maps. 

 
User-centeredness. The metaphors used by the format should conform to the way 
users perceive their environment. As mentioned, three-dimensional representation has 
been identified as relevant in this context [9]. A closely related concept that has been 
found to be of importance in our user studies, and which is lacking an explicit 
representation in traditional maps or vector geometry formats is visibility: We 
therefore argue that knowledge of the visibility of geographic features from a certain 
point of view is crucial for enabling spatially aware applications. Computing the 
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visibility from a 3D geometry model is a computationally highly intensive task and 
difficult to realize on mobile devices with low processing power. The format should 
therefore contain explicit information about the visibility of features or at least pre-
process the data so that visibility computation is simplified. 
 

  

  

Fig. 1. Possible LVis GUI concepts 

Cross-platform scalability. On the one hand, the data format should be explicit: 
Client devices with low computational power and limited graphical output capabilities 
should be able produce immediate output without the need for complex arithmetic 
calculations, e.g. by transforming it to a meaningful text. On the other hand, the 
format should be rich and detailed: High-end devices should be able to create a more 
compelling, richer user experience at the expense of higher processing overhead. In 
particular, the format should carry true structural information about the environment, 
so that the client can react to data from embedded sensors in real-time, without the 
need to re-query the application server. For example, the client might be able to re-
compute distances, headings or the visibility of certain points of interest locally, as the 
user moves through the environment.  

In order to illustrate the range of scenarios the data format might be required to 
support, Figure 1 shows concept illustrations of four user interface designs we have 
tested in our user study. Each design assumes different device capabilities and sensor 
equipment: In the most basic case (shown top left) only the location of the device is 
known and no particular computational power is available. In this case, only basic 
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textual output is presented. The upper right image shows a basic Smart Compass 
interface that indicates nearby points of interest by arrows on an ego-centric compass 
rose. This or a similar scenario might be realized on a device with built-in compass 
and GPS. The lower left image denotes the principle of the Geo-Wand, which might 
be realized on a device equipped with differential GPS and compass [11]. Finally, the 
lower right image shows a concept for a more sophisticated user interface: Using a 
combination of differential GPS, compass and a 2-axis tilt sensor, a simplified 
augmented reality (AR) user interface might be envisioned, where labels are 
superimposed over the phone’s live camera image to indicate points of interest on the 
screen. 

Simplicity. The concepts and metaphors used by the format to model the environment 
should be simple and easy to understand. This is predominantly a technical 
requirement, since it reduces the entry barrier for application developers previously 
not involved with geographic applications, or who have little expertise in 
geographical or graphical vector formats like SVG. 

Compactness. Last but not least, the format should be as compact as possible, so that 
airtime use and response time are minimized. 

In the following section, we present the Local Visibility Model – LVis in short 
(pronounced “Elvis”) – our proposed XML data format for spatially aware mobile 
applications, which satisfies the five requirements listed above. 

4   Local Visibility Model 

The Local Visibility Model represents a simplified, ego-centric geometric model of 
the local environment around a geographic position. Unlike a typical map, the LVis 
describes the structure of the environment in three dimensions, rather than only in 
two. Unlike other geographic encoding formats, it also contains implicit information 
about the visibility of geographic features. Since the LVis is XML-based and relies on 
standard units and measurements (i.e. meters and decimal degrees) meaningful textual 
output can be produced by simply styling the XML accordingly. Due to the fact that 
the LVis uses a polar coordinate notation, user interfaces that would normally require 
transformations from Cartesian to polar coordinate space (such as Smart Compasses 
or Geo-Wands) can be realized with considerably reduced development effort. 

4.1   LVis XML Syntax 

The LVis distinguishes two types of spatial entities: content and geometry. The 
content of the LVis is formed by a collection of geographic markers. Each marker 
indicates an arbitrary point of interest (poi) and describes it with application-specific 
meta-data. Compared to a map, the function of a marker corresponds to that of an icon 
drawn on the map, e.g. to indicate a certain landmark. Since the LVis uses polar 
coordinates, each marker location is defined by its distance (in meters) and its heading 
and elevation angle (in decimal degrees) relative to the LVis center position.  
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Only markers that are visible from the LVis center position are contained in the  
LVis. Figure 2 shows an example of the syntax used to express a marker in the LVis 
XML format. 

 
 

 <poi id="poi6" description="Snack Bar" d="117" hdg="102" elev="5"/> 
 

Fig. 2. LVis poi (“point of interest”) XML element 

The LVis geometry model describes the geometry of geographic features in the area 
around the LVis center. Our design goal was to keep modeling concepts and data 
structures as simple as possible. In particular, it should be possible to derive meaningful 
and user-understandable textual output by simply applying a transformation to the XML 
code (e.g. using XSLT). This approach restricted us from relying on traditional vector 
geometry formats, where geometry is typically described using polygons or geometric 
primitives in Cartesian 2D or 3D space. These formats require complex processing to 
produce visual output and are not human-readable as such. 

visible cross section

billboard

center line

 

Fig. 3. LVis billboard approximation (top-down view) 

In order to satisfy the conflicting requirements of describing the surrounding 
environment geometry sufficiently detailed and yet in a simple format that can be 
interpreted with an absolute minimum of processing, we decided to model the 
environment based on a billboard metaphor: Each geographic feature, such as a 
building, is approximated by a flat, rectangular wall, facing towards the LVis center. 
In essence, the LVis geometry model can be thought of as a 360-degrees panoramic 
“cardboard cutout” version of the vicinity, much like a movie set where the 
environment is not made up of solid buildings, but instead of building facades. Each 
billboard is defined by the distance, the heading and elevation angle of its center point 
relative to the LVis center, its width (in decimal degrees) and height, and application-
specific descriptive meta-data. A textual description of the environment (e.g. “There 
is an office building to the North-East in 250 meters”) can therefore be produced 
without complex arithmetic computations or coordinate transformations. 

Figure 3 illustrates the principle of how an LVis billboard is computed: The 
illustration shows a top-down view of an arbitrary building. First, the visible cross 
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section of the building, seen from the LVis center, is determined. The billboard is 
computed by intersecting the cross section’s center line with the building shape and 
computing a normal to the center line. 

 

 <billboard id="Bldg09" description="Tech Gate Tower" d="42" 
  hdg="125" width="41" elev="28"/> 
 

Fig. 4. LVis billboard XML element example 

An example of the XML syntax used to describe an LVis billboard is shown in 
Figure 4. A complete LVis code sample that encodes 3 points of interest and 4 
billboards around a specific geographic location is shown in Figure 5. 

 

 <lvis long="16.413598392" lat="48.232866"> 
   <poi id="poi3" description="Telecommunications Research Center 
    Vienna office" hdg="203" d="15" height="16"/> 
   <poi id="poi4" description=" Pharmacy" hdg="93" d="29" 
    height="4"/> 
   <poi id="poi7" description="Bus stop" hdg="91" d="152" 
    height="2"/> 
 
   <billboard id="Bldg09" description="Tech Gate" hdg="223" d="13" 
    width="154" height="26"/> 
   <billboard id="Bldg04" description="Subway station" hdg="94" 
    r="152" width="13" height="4"/> 
   <billboard id="Bldg01" description="Tech Gate Tower" hdg="125" 
    d="42" width="41" height="21"/> 
 </lvis> 
 

Fig. 5. Complete LVis code sample 

5   Framework Implementation 

Our current application framework consists of a Java library that implements the 
functionality needed to compute the visible content markers (points of interest) and 
the billboards for fully and partially visible buildings. The framework relies on a 2.5D 
environment block model, i.e. each building in the model must be represented by a 2D 
building footprint shape and a single height parameter per building. The model used 
with our test setup consists of sample data covering an area of roughly 1x1 km around 
our office premises (an architecturally rather unusual business district in the North of 
Vienna, Austria). The data is stored in a PostgreSQL/PostGIS database.  

After querying the database, the framework uses a basic scan-line algorithm to 
compute a 360-degrees line of sight from the LVis center position (see Gardiner and 
Carswell [4] for a comparable approach). The integration of an advanced visibility 
detection algorithm using guided visibility sampling [14] is currently under 
development. 
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Fig. 6. LVis computation result (top down view) 

 

Fig. 7. LVis computation (panoramic view) 

Figures 6 and 7 show the result of an example LVis computation performed by the 
implementation: Figure 6 shows the computed LVis in a top-down view; Figure 7 
shows a 360 degrees panoramic visualization of the output. The visible content 
markers are shown as small dark rectangular dots. To make the billboards easier to 
recognize in the top-down view, a “viewing beam” extends from the LVis center to 
each billboard, with beams of lighter color indicating higher billboards. In the 
panoramic view, rectangles of lighter color represent more distant billboards. 

 

Fig. 8. Outdoor function trials (Notebook and phone) 
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First function trials were carried out with the framework running locally on a 
Notebook, connected to a Bluetooth GPS receiver, as shown in the left image in 
Figure 8.  Further trials were carried out with a handheld test device: Figure 8, right, 
shows a mobile phone (connected to the same Bluetooth GPS) with an example Smart 
Compass interface. For this test, the framework was integrated with an open source 
web server, allowing the mobile device to communicate with the framework using 
over-the-air HTTP requests. 

6   Future Work 

The focus of our current and upcoming activities lies on application prototyping and 
user testing with functional applications. Since mobile devices with a full set of 
sensors are not yet readily available on the market, we are working on a custom 
sensor hardware module for our experiments. The module will combine differential 
GPS, a compass and a 2-axis tilt sensor in a self-contained Bluetooth unit. 

The application scenarios to be implemented and tested include those depicted in 
Figure 1 and a scenario where users actively participate in generating location-based 
information, i.e. where the LVis is locally manipulated and re-submitted to the 
application server. While we have so far investigated the theoretical performance and 
accuracy that can be achieved by our system [11], the tests will reveal the practical 
limits that occur under real world conditions. 

Also, the tests will further clarify whether the modeling concepts used in the LVis 
are effective in supporting more usable mobile interfaces to geo-spatial information. 
Insights in how people use our applications will influence and guide the further 
evolution of the LVis XML format. Modeling of hidden features and an assessment of 
the billboard metaphor’s suitability for non-urban environment are among the topics 
that will be addressed: 

 
Hidden features. In its current version, the LVis does not contain information about 
geographical features that are not directly visible from the user’s current position. As 
has been found in our user trials, it is desirable to have this information available in 
many application scenarios. We expect the user tests to deliver valuable insights into 
how fully and partially hidden features can be efficiently modeled in accordance with 
users’ perception of space. 
 
Non-urban terrain. While the billboard metaphor has so far proven useful for 
modeling urban environment, it is unclear whether the same metaphor can also be 
applied to geographic features in rural terrain. Tests will show whether it is 
reasonable to model topographical features like mountains or hills using billboards, or 
whether an alternative model should be applied. 
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An Event Detection Service for Spatio-temporal 
Applications 

WooChul Jung, DaeRyung Lee, WonIl Lee,  
Stella Mitchell, and Jonathan Munson 

Abstract. Sense-and-respond applications form an important class of pervasive-
computing applications, serving domains such as driver services, field-force 
automation, and emergency services. The increasing ubiquity of networked data 
sources including sensors, mobile phones, online services, databases and data 
feeds presents novel opportunities for the timely use of the data, which is 
heterogeneous and available in huge quantities. When these data sources are 
embedded in the physical world, their location, possibly changing over time, 
becomes an important part of the context. Business applications will want to 
respond to the raw data from these sources in diverse ways, in a flexible and 
scalable manner. We introduce a spatio-temporal event detection service aimed 
at reducing the costs to application providers by enabling an infrastructure 
shared by many applications and subscribers. It offers a high-level spatio-
temporal programming framework that enables application developers to more 
easily develop applications based on the sense-and-respond model. 

Keywords: Sense-and-Respond, Spatio-Temporal, Event-based processing. 

1   Introduction 

An important class of mobile-computing applications involves sensing conditions in a 
mobile user’s physical context and responding to those conditions, effectively in real 
time. This class is often known as “sense and respond.” It is found in various 
domains, including mobile commerce, fleet logistics, and asset & personnel tracking.  

We believe there may be substantial value in a general-purpose, shared, 
infrastructure that could support any and all of the above domains, simultaneously, 
over a large set of vehicles. Such an infrastructure would enable service providers to 
reach a broad customer base, without requiring an investment in their own 
infrastructure. With many services using the infrastructure, no one service must bear 
the entire load. We have developed the Spatio-Temporal Event Detection 
Environment (STEDE) to fulfill these requirements.  

2   Related Work 

As a framework for supporting sense-and-respond applications, STEDE is related to a 
broad array of work in real-time monitoring, event-driven systems, and context-aware 
computing. However, STEDE is focused on the spatial domain, initially in the context 
of automotive telematics. Furthermore, it does not address applications where 
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extended and complex patterns of events are of interest. Space does not permit a full 
discussion of related technologies, but we briefly note those that are most closely 
related. 

Chandy et al [4] describe an abstract programming model for dynamic applications 
that corresponds closely with the programming model of STEDE. The iSpheres Halo 
[9] platform offers a complete system for sense-and-respond programming. It does 
not, however, offer specific support for spatial events. 

Some work addresses the specific application of location-based notification. 
Hightower et al [7] propose a layered software architecture for supporting location in 
pervasive computing.  The Location Stack comprises seven layers, which have robust 
separation of concerns, and which provide the abstractions needed for location 
processing. The stack supports multiple sensing technologies at the bottom  and 
multiple applications at the top.  

Chen et al [5] describe a publish/subscribe system for spatial triggering, focusing 
on efficient matching algorithms. A set of spatial predicates and means of composing 
them are described by Bauer and Rothermel [2] and Nelson [10] presents a similar a 
set of spatial predicates, and extends this with some temporal operators. 

Stronger support for event patterns is offered by  ACT (Active Correlation 
Technology) [1]. ACT is a cross domain rule-based event correlation component 
developed by IBM. ACT rules use correlation, analysis and summarization patterns to 
transform low level input events into higher level complex events. The complex 
events can be used for notifications, alerts and to automatically trigger actions. 
Houdini [8] is a rule language and framework used for user-preferences policy 
management for telecommunication services. As such, it addresses a different set of 
applications than STEDE, and does not address spatial events.   Houdini and ACT 
runtime environments could both serve as a base rule engine for STEDE.  

3   STEDE Concepts 

Reflecting the structure of sense/respond applications, STEDE offers a rule-based 
programming model in which the application is partitioned in two parts: (1) a set of 
rules that operate on low-level input events and which, when triggered, produce high-
level, application-defined events; and (2) logic that acts on the high-level events, 
which is deployed outside STEDE, and typically within the environment of the 
enterprise deploying the rule. [Figure 1] illustrates. 

Applications subscribe to a rule to receive notifications of its triggering. The 
notification received includes any results that may have been computed in the 
evaluation of the rule. For example, a rule that determines if a mobile entity’s position 
lies within any zones that have a promotion associated with them will, if the position 
is within any such zones, include the set of zones (via identifiers) in the notification to 
subscribed applications.  

3.1   Rules 

STEDE rules are essentially condition/action specifications, and may be as simple as 
a single Boolean expression, or a more complicated program with internal state. A 
rule condition is a logical expression (i.e., evaluates to true or false) composed of 
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spatial and temporal logical functions 
joined through AND, OR, and NOT 
operators, and scalar functions joined 
with the usual relational operators. 
STEDE offers a number of built-in 
functions,. STEDE functions are 
described below. 

Rule inputs are modeled as 
continuously changing attributes of 
uniquely identified entities. In the 
telematics context, a vehicle is 
considered the entity, and its 
position, velocity, coolant tempe-
rature, etc. are its continuously 
changing attributes. Entities may 
also include static sensors, such as 
motion detectors, and “virtual” 
entities, such as an Internet address 
that supplies temperature at a particular location. A STEDE instance may make 
available to rules the attributes of multiple entity “spaces”—a set of vehicles, a set of 
warehouse sensors, and a traffic information service’s set of virtual sensors. 

Entity attributes (hereafter referred to as “inputs”) are typed. A rule’s input list is a 
list of typed input variables, much like a method’s parameter list. Rule input lists do 
not specify the entities, or the sets of entities, which are to be the sources of the 
inputs. This specification is part of the rule subscription, described in Section 3.4. 

3.2   Rule Functions 

The spatial rule functions offered by STEDE operate implicitly on a subscriber position 
report, and have parameters associated with them that will also be input to the function. 
The polygonID and pointID parameters are identifiers for polygons and points. 
Polygons and points are specific kinds of rule resources, support for which is discussed 
in Section 3.5. Table 1 below lists some of the built-in spatial functions of STEDE;  

Table 1. Sample Built-in Spatial Functions 

Name Description 
containedInPolygon True iff the entity position is contained in the given polygon.  
containedInPolygonSet True iff the entity position is contained in one or more of the 

given  set of polygons. 
inProximityOfPoint True iff the entity position is within the given distance from the 

given point. 
inProximityOfPointSet True iff the entity position is within the given distance from the 

given set of points. 
distanceFromPoint Returns distance (in meters) from the given entity position to the 

specified point. 
distanceFromSubscriber Returns distance (in meters) from the given entity position to the 

specified subscriber. 

Fig. 1. The S&R Framework 



 An Event Detection Service for Spatio-temporal Applications 25 

3.3   Rule Language 

In the course of developing STEDE, we used multiple rule languages. Our first 
“language” was the construction of rules through building Java object structures of 
rule objects, much like an expression tree. We considered this to be not sufficiently 
easy to use. We then developed our own rule language and compiler. In the end, 
however, we realized that our primary value lay not in the rule language itself, but 
rather with the functions we provide outside the rule engine, such as rule 
optimization, application resource management, trigger reporting, and subscriber 
management (all discussed in later sections). Thus we adopted the approach of 
embedding existing rule engines within STEDE. This not only enables us to leverage 
the strengths of the particular rule engine in use, but gives us more flexibility in 
deployment as well. 

The rule language we currently use is ABLE [3], an environment for building 
intelligent agents. ABLE supports different kinds of rule programming, through the 
variety of inference engines it provides. These include backward chaining, forward 
chaining, Rete networks, and simple sequential evaluation, among others. Below is an 
ABLE rule set that triggers when any one of a set of trucks is in a no-standing zone. 

3.4   Rule Subscriptions 

Subscriptions to rules exist independently of the rules themselves. Subscriptions 
include the following -  (1) rule, (2) sources of the rule inputs, (3) the desired 
interval , (4) bindings for rule parameters , (5) subscription dates/times, (6) the 
destination to which rule-triggering events are to be sent, (7) the activation schedule 
for the rule, and (8) how long before the rule will “timeout” (remain untriggered).  

3.5   Rule Resources 

Simple rules may require only parameter values that are embedded in the rule itself. 
However, more complex rules should be able to refer to data that is persistent, and is 
managed outside the rule itself. The data may be referred to by multiple rules, and 
may be updated by processes outside the rule or rule engine. “Rule resources” are 
general-purpose storage locations for data. Some additional support is provided for 
those resources which are used in spatial functions, such as geometric points and 
polygons. For these resources, we support the notion of resource sets, to enable such 
functions as “containedInPolygonSet”. Rule resources give much more flexibility to 
rules and enable rule programmers to write rules with respect to the resource, but not 
be concerned with managing the lifetime of the resource. 

STEDE also supports rule resources that are associated with individual entities. 
This enables applications to maintain rule-accessible state for individual entities. For 
example, a rule may wish to record the time of each vehicle’s entrance to a particular 
geographical area so that it can determine the total time the vehicle spent in the area. 

Our rule subscription framework enables programmers to declare the resources that 
their rules require, enabling our system to ensure that such resources are present 
before the rule is deployed. 
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3.6   Rule Parameters 

STEDE rules can be parameterized, which allows rules to be reused for different 
applications or subscriptions. For example, a rule that notifies if an entity’s location 
has entered a certain zone and remained in the zone for a certain time period can be 
reused for multiple applications if the zone can be parameterized, and if the amount of 
time to stay in the zone can be parameterized. Given a zone around a dangerous area, 
the rule can be used for a safety-oriented application; given another around a 
shopping district, it can be used to deliver e-coupons. 

3.7   Rule Example - Refinery Employee Safety 

The state of Washington has recently imposed regulations affecting oil refineries, 
requiring them to adopt electronic safeguards for employee safety. An oil company 
that operates refineries there is now installing a pilot system based on an ultra 
wideband positioning system, which provides certain warnings based on employee 
positions. The refinery wishes to be notified in the following situations: 

• An employee without the required safety training has entered a zone with particular 
safety concerns. 

• A “fixed” asset has left a security zone. 
• A person is in a work zone but has not moved in the last half-hour. 
• A trainee is in a restricted area but is not in the company of a trainer. 

Here are snippets of rules for the above situations: 

ruleset CheckTrainingLevel { 
… 
: certLevel = (String)TEDS.getUserResourceValue(pos.getEntityID(), "certLevel"); 
: if (TEDS.containedInPolygonSet(pos, restrictZones, zoneList)) then { 
      results.setTriggered(true); 
      results.putResult("entityID", pos.getEntityID()); 
      results.putListResult("zones", zoneList); 

} 
} 
ruleset FixedAsset { 
…  
: assignZone = (String)TEDS.getUserResourceValue (pos.getEntityID(),"assignZone"); 
: if (!TEDS.containedInPolygon(pos, assignZone)) then { 
      results.setTriggered(true); 
      results.putResult("entityID", pos.getEntityID()); 

} 
} 
 
ruleset TraineeWithSuper { 
… 
: restrictZone = (String)TEDS.getUserResourceValue(pos.getEntityID(), "restrictZone"); 
: if (TEDS.containedInPolygonSet(pos, restrictZones, zoneList) 
        && TEDS.groupInProximity(pos, "Supervisors", 5.0) then { 
      results.setTriggered(true); 
      results.putResult("entityID", pos.getEntityID()); 
      results.putListResult("zones", zoneList); 

} 
}  
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4   STEDE Application Development 

STEDE supports four phases in the lifecycle of sense-and-respond applications: 
development, deployment, evaluation, and event-to-response association. [Figure 1] 
illustrates, in the context of automotive telematics. (The figure shows the response 
action as some communication back to the vehicle but that is a specific case; in 
general, the response action may be anything.) 

Application development, deployment, and event-to-response association are 
supported by a set of tools we call the STEDE SDK and a set of libraries we call the 
S&R Runtime, which together we call the S&R Framework. The STEDE SDK 
supports rule and rule-subscription development, rule resource creation, response 
action development, and specification of event-to-response association.  

The STEDE Runtime handles the deployment of rules, rule subscriptions, and rule 
resources, and evaluates the rules as input is received. The deployment process is 
described in Section 5, and rule evaluation is described in Section 5.3. 

Events are sent to the destination specified in the rule subscription. The S&R 
Runtime, using the event-to-action map supplied by the application programmer, 
directs the event to the appropriate application-defined action. This component is not 
further described. 

The STEDE SDK provides a set of Eclipse-based tools to assist in the creation of 
rules, rule subscriptions, and rule resources.  

5   STEDE Runtime 

The STEDE Runtime implements the various features of rule subscriptions. It installs 
the rule into the rule engine; it manages the activation schedule of the rule; it acquires 
the inputs specified in the subscriptions; it evaluates the rule when its inputs are 
received; and it forwards the event information to the address supplied in the rule 
subscription. 

The architecture of the 
STEDE Runtime is shown in 
[Figure 2]. The Subscription 
Set Manager (SSM) and the 
Rule Subscription Manager 
(RSM) handle rule subs-
cription deployment; the Data 
Acquisition Manager (DAM) 
and DAM Input Receiver han-
dle data acquisition, the Rule 
Evaluation Manager (REM), 

Rule Engine, and Rule Eva-
luator handle rule management 
and evaluation, and the Event 
Forwarding Manager (EFM) and Event Forwarder handle the process of forwarding 
events to applications (and, as we shall later discuss, other event consumers). 

Fig. 2. STEDE Logical Architecture 
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5.1   Subscription Deployment 

The process of subscription deployment begins with the SSM unpacking the SAR file 
and interpreting the SNR file. Any user-group and rule-resource definitions are 
processed, and rule subscriptions are sent to the RSM for handling. The RSM 
maintains the set of rule subscriptions for the STEDE Runtime and manages rule 
activation and deactivation. For each rule subscription it requests the DAM to acquire 
inputs for the rule, it requests the REM to install the rule, and it passes the event-
forwarding specification to the EFM for handling. 

5.2   Data Acquisition 

STEDE itself does not contain facilities to perform the acquisition of data, but it does 
define an interface that STEDE integrators will use to implement an input source for 
STEDE.  An input source must supply a component that pushes inputs into the 
STEDE Runtime through a queue interface. 

Once an input source is integrated with STEDE, developers can simply declare the 
input their rules require, as an input-type, entity pair, or an input-type, entity-group 
pair. All considerations of data acquisition mechanisms, including networks, data 
format, push vs. pull, and all other low-level input source characteristics, are hidden 
from the developer. To enable this, STEDE maintains a registry of data input sources, 
recording the input types they provide and entity spaces that they supply input from. 
The input source registry also records the characteristics of the input sources, such as 
whether the source pushes data into the rule system, or must be polled for it. If polled, 
the source describes how frequently the data changes, so that excessive polling can be 
avoided. 

The primary function of the DAM Input Receiver is to identify which rules should 
be evaluated for the received input. We use an indexing scheme based on input type, 
entity, and entity-group. As rule subscriptions are received, they are added to the 
index based on their input specifiers. Our index is integrated with another data 
structure in the system called the Input Buffer, described below. 

5.3 Rule Evaluation 

When the Rule Evaluator receives input from the DAM Input Receiver, it first stores 
the input into a multi-level hash table called the Input Buffer. The Input Buffer has a 
first level of entries indexed by entity ID and entity-group ID. Each entity ID and 
each group ID referenced in a rule has an entry. Each of these entries is itself a hash 
table, indexed by input type name. Input Buffer entries are created when a rule 
subscription is received. At this time empty input-data objects are also created, in 
order to avoid excessive object creation during rule evaluation. 

The Input Buffer also addresses two other issues. The first is that to avoid costly 
searches for data at evaluation time, a structure of shared pointers is used so that input 
data is only copied into the Input Buffer once, and rules access it from there directly, 
without further searching or copying. The second is that any item of input data may 
be referred to in a rule in multiple ways, because the entity that is the source of the 
data may be referred to by its ID or by a group to which that entity may belong. 
Therefore our Input Buffer provides a buffer location for not only an individual 
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entity’s data values, but also for each group known to the system. When data arrives, 
it is copied both to the entry for the individual entity it is from, but also to all groups 
to which the entity belongs. 

The Input Buffer is also important in decoupling the arrival of input from rule 
evaluation. This decoupling enables us to trigger rule evaluation immediately, or to 
pace rule evaluation when input data arrives too frequently. It also allows us to 
manage the case where rules require inputs that arrive at different rates. 

5.4   Event Forwarding 

Rule subscriptions include an event-forwarding specifier that includes a destination 
“address” and a protocol indicator. Supported protocols include the common URL 
schemes such as http and file, class (for instantiating an application-defined class to 
handle the event), and an interface for supporting extensions. 

6   Conclusions and Ongoing Work 

We have described the Spatio-Temporal Event Detection Environment, a multi-
application infrastructure that we believe can enable a wide range of event-driven 
mobile-computing services. STEDE’s rule-based programming model provides a 
natural basis for support of the sense-and-respond programming paradigm, and its 
function set enables a range of spatio-temporal conditions to be expressed in a high-
level manner. Its data-acquisition and rule-evaluation subsystems are designed for 
flexibility with respect to input sources as well as low latency in rule evaluation. 
STEDE’s application developer tools support development-time, deploy-time, and 
run-time activities. 

We are currently extending the STEDE work in two directions: continuing towards 
the ability to support large numbers of clients; and adding the ability to support rules 
with more complex temporal patterns. 
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Abstract. Tourism information is predominantly based on geographically 
related information and therefore, the tourism and leisure industries are 
currently searching for ways how to explore the potential of technologies for 
presenting geographical data. In this paper a concept and its realization for a 
multi-platform solution for a geo-multimedia tourism information system are 
briefly described. In general the system is targeting on two different user 
groups, the tourism boards as service providers and the tourists as end-users. 
The concept covers an efficient data management for the service providers and 
state of the art visualization techniques for online, offline and mobile solutions. 
These cover the 2D as well as the 3D visualization of geo related tourism 
information and also interfaces to third party platforms. Such platforms like 
Google Earth and Google Maps became even more important in the last year 
due to their extensive dissemination.  

Keywords: tourism, information management, 2D/3D geo-visualization, 
mobile devices, multimedia, multiplatform, interactive maps, virtual database, 
Google Earth, Google Maps, virtual landscape. 

1   Introduction 

In general, the acceptance and the usage of geographical data have increased 
significantly in the last years, driven by free presentation services like Google Earth 
and Google Maps. 2D- and 3D- presentations of geographical data have become very 
popular and they are not only used by computer experts, but also by a broad 
community of Internet users. The challenge for the realization of an innovative 
concept is to bring two different views into one boat. On the one hand there are GIS 
specialists and representatives of the tourism boards aiming to offer and re-use 
existing geo-data from expert systems. On the other hand Internet users and tourists 
are interested to get geo-oriented data, like maps or points of interests about a special 
topic (hiking, biking, etc.) on multiple platforms to their specific needs. The main 
goal is to develop a methodology for combining these two approaches into a system.  

Information interesting to tourists is location-dependent by nature, meaning that 
thematic GIS systems can be used to offer this data in a location-aware way. The 
tourist’s position then acts as a filter and parameter for system queries [7]. Advanced 
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visualization strategies will support a user friendly and geo-related information 
access. With the tremendous growth of the Web, the presentation of tourism products 
and services is a standard offering from the tourism and leisure industry. An 
innovative presentation of tourism information has to include the opportunity to 
present information on different output devices, has to consider the spatial context of 
the relevant data and to offer a customized, thematically and geographically 
information access [5]. Today and increasingly more in the future mobile devices 
such as mobile phones, PDAs and GPS devices are used by many people to get 
mobile access to information. Based on these requirements a technical concept for a 
multi-platform system has been developed targeting two user groups, the tourism 
boards as service providers and the tourists as end-users. 

Basic developments were realized in frame of the EU-funded project ReGeo 
(Multimedia Geoinformation in Rural Areas with Eco-Toursim1 – see also [4]). 
Further developments and the creation of the system were realized in close 
cooperation with the company MONASYS2 and were funded from the Austrian 
Research Promotion Agency. 

2   Technical Concept of a Multiplatform System 

Multimedia presentation of tourist information signifies improved conveying of 
information by means of a well-aimed combination of different media, like text, 
sound, picture, video and animation. This presentation must not be restricted to one or 
two output media, but should work with every sort of existing technology like 
CD/DVD, Internet and mobile devices. The combination of digital elevation models 
(DEMs) with aerial and satellite images is the basis for the development of 3D views, 
virtual flights and panoramas. When combining this with tourist information in the 
form of texts, photos and videos a comprehensive information system emerges, which 
offers an easy access to information about the chosen region, tailored to the user’s 
needs. This access is characterized by a high degree of interactivity, regarding the 
realization of multimedia CDs/DVDs as well as Internet solutions.  

Most existing tourism information systems have clear shortcomings concerning 
geo-visualization (2D and 3D technologies), as well as in the management of data in a 
spatial context [2]. The acquisition and management of geo-multimedia (GMM) 
tourism information is a time- and cost-intensive process. The usage of aged 
information systems do not allow to gain the expected long term benefits of modern 
data management and presentation concepts.  

To avoid such shortcomings the presented concept is based on a comprehensive 
GMM information pool with a centralized data storage and decentralized and 
personalized data administration which enables the provision of end-user applications 
on different output media such as World Wide Web, CD/DVD, info terminals and 
mobile devices. The problem of connecting to different databases and to have 
different requirements for the single platforms is solved using different web services 
(like data service for customized interfaces and a data packet generator). These 
services are used to provide the data different platforms concerning aspects like  
 

                                                           
1 http://www.felis.uni-freiburg.de/regeo/  
2 http://www.monasys.org    
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Fig. 1. Concept overview 

different resolutions, qualities, etc. The basic elements for the complete system which 
considers the discussed requirements are shown in Figure 1. 

Data management. A major module in the overall concept is a “Data Management 
Tool” (DMT) which has to meet the information providers’ demands concerning 
usability and manageable data. This tool should allow the manual entering of data as 
an easily manageable method of building up a tourism database and of updating 
stored data as well as import and export capabilities from and to mobile devices 
(PDA, GPS) and other systems. A further important issue for such a DMT is to 
support the management of geographical oriented data (e.g. tracks, points of 
interests). To meet the requirements of different fields of application, the DMT must 
be flexible and easily adaptable to different scenarios and audiences. 

Geo Multimedia Informationsystem. At this system architecture layer (Fig. 1) the 
different GMM data repositories like WMS, WFS, GMM database and also 
connections to external databases as well as services, which are providing interfaces 
to the GMM data, are implemented. The WMS, which is providing raster-data (digital 
maps), and the WFS, which is providing vector data (map overlays like polygons or 
symbols) are connected to the GMM database, which is merging the geo-data with 
multimedia files (like pictures or videos) using GIS functionalities of the database 
management system (DBMS). The web-services are dedicated to implement 
interfaces to the GMM data, which are used by the presentation- and data 
management layer application to query or store Geo-MM-data. A special web-service 
is the package generator, which is dedicated to generate content-packages for the use 
on mobile devices like a PocketPC or Smartphone (see mobile system). 
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Online presentation. The usage of the Internet offers an affordable, flexible and 
efficient exchange of information between guests and tourism organizations. With an 
eye to the design and the usability of the presentation the Internet offers a wide range 
of possibilities, which are not even partially used by most of the existing 
presentations. With increasing extent the Internet is used for travel planning and 
booking by prospective guests. Here, also digital maps play an important role, 
primarily in gathering general information but as well for detailed route planning [3]. 
The integration of 2D and 3D visualization technologies into existing web solutions 
and the connection with existing data bases allows a sophisticated presentation of 
tourism information in their spatial context. 

Offline presentation. Unlike the online presentation, products on CD and DVD do 
not depend on an Internet connection and therefore are not suitable to present up-to-
date information such as weather forecasts or events. Those products’ strengths lie 
within the possibility to integrate high amounts of data that are up-to-date for a longer 
term (maps and multimedia content) and present those accordingly. The usage of 
higher amounts of data allows an even higher quality of the data visualization. 

Mobile system (PDA). The combination of a PDA and a GPS-device is the state of 
the art choice to present and collect GMM data on the go and pursuing individual 
leisure activities. Therefore, a PDA data package can be generated contending all the 
necessary GMM data. This package can be pre-installed on the PDA for offline 
outdoor usage. For online usage of the PDA the data package contains only 
configurations of online data sources like WMS and WFS. Necessary GMM data is 
than downloaded on demand to the mobile device using a wireless data connection 
like UMTS or WLAN. Once downloaded data can optionally be stored locally on the 
PDA for further usage. Data gathered by the user can also be synchronized with the 
server on the go using the wireless data connection. This capability is useful, if this 
data should be made available for other mobile users immediately. 

3rd party applications. Existing visualization platforms can be used to provide 
tourism information over different existing channels. Specific interfaces to the used 
platforms have to be created to allow an enhanced dissemination of the data on 
established and well known platforms to a broad community. Platforms like Google 
Earth and Google Maps have to be considered due to there high acceptance in the 
Internet community. 

3   Realization of the Concept 

3.1   Content of a Tourism Information System 

Interactive maps are created on the basis of aerial and satellite images as well as of 
existing maps to allow a space related presentation of the thematically tourism 
information. For the system realization within the area “Alpenregion Bludenz” in 
Austria, maps of different scales and orthophotos have been used (see Figure 2). 
Furthermore, a digital elevation model was available from the cost free SRTM 
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(Shuttle Radar Topography Mission3) data with a 
pixel resolution of 90 meter which is sufficient for 
3D-landscape-visualization. Focusing on relevant 
tourism themes of the region the following data 
are relevant: 

• Tours and tour points: the coordinates of a 
hiking or biking tour, the most important 
waypoints, refuges and viewpoints along the 
route. 

• Tourist infrastructure: info points, public 
facilities, sports facilities, etc. 

• Places of interest: castles, palaces, museums, excavations, etc. 

3.2   Data Management 

The data-management-tool (DMT) was designed as a user-friendly, easily adaptable 
tool in order to provide all essential functionalities to fulfill the task of managing the 
contents of a tourism information system. Further, this tool allows the customer (data 
provider) to view and manipulate different multimedia information of point- (hotels, 
sights, etc.) and vector-objects (e.g. hiking and biking tours). The DMT (Figure 3) 
bears the advantage that it is completely customizable. It can be configured using 
local configurations or by a central server. This enables multiple users to use different 
profiles which include configurations concerning the manageable themes and areas. 
The data itself is stored in a centralized database with the ability to be used by 
multiple clients simultaneously. The three main modules of the DMT are: 

• The data-import/export module (interfaces for connecting to mobile devices and 
other databases/systems) 

• The data-visualization module including the 2D presentation with different 
information layers 

• The data-manipulation module includes tools for adding and editing GMM data as 
well as simple GIS functions 

The data import and export module provides interfaces to mobile devices, GPS 
devices and external databases and systems. So, existing data can be re-used. 
Furthermore, data acquired via a mobile device can be integrated into the central 
database. In addition, the user may export existing data to a PDA, and tracks as well 
as points can be exported to a GPS device or any other system using a defined XML 
structure. In order to be more flexible the DMT uses XML files to define the structure 
of the used data. With the implemented interfaces it is possible to connect to other 
external databases and exchange data easily. The visualization module allows the  
user to view the available tourism information on two dimensional maps. The 
different themes are visualized by representative symbols which are also assigned 
through the configuration file. Next to that an intuitive navigation on the map (pan, 
zoom, switch maps, etc.) is offered by the DMT. Another important module is the 
data-manipulation module that allows a user-friendly way to add new data into the 
                                                           
3 http://www2.jpl.nasa.gov/srtm/cbanddataproducts.html  

 
Fig. 2. Orthophoto and city map 
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Fig. 3. Data Management Tool 

system and to manage the related multimedia information. Besides that, objects 
(points, tracks, areas) can be digitized on the map and in addition it is possible to 
associate points with specific tracks. 

3.3   Online Presentation 

The main goal of the online presentation is to present information about the regional 
tourist infrastructure and leisure themes in their spatial context. To meet the different 
needs of the users, it offers two different approaches to the information. On the one 
hand there is a theme based access that gives the user a structured approach, on the 
other hand it is also possible to access all information via a geographical approach. 
Nevertheless, the user is able to switch between both and also combine these two 
approaches whenever needed to get all information in the way he prefers. In addition, 
the online presentation offers downloadable packages which are generated within the 
DMT and include data intended to be used on either a PDA or a GPS device. Through 
this distribution channel the tourism region can offer a public service for location 
aware data information. Also this system can be seen as an additional module to 
existing presentations. It can be integrated into existing solutions which are used for a 
wider range of usage like booking systems, CRM systems etc. The integration has 
been realized using frame technology and links between existing and new geo-content 
have been established. 

Theme based approach. The theme based access starts with a general information 
about the region. At this point the user can select a specific theme (e.g. hiking or 
biking tours, leisure activities, events) from a menu and gets an overview about this 
chosen topic and a list of the available tours and point-objects. After choosing a 
specific object, additional information which includes  a  detailed  description,  contact 
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Fig. 4. Online theme based approach 

information, different attributes and the position of the object are offered. For hiking 
and biking tours also a height profile is provided. Figure 4 shows an online 
visualization example of this approach. 

In addition to the infor-
mation of the local data-base 
data from other systems or data 
providers can be integrated into 
the presentation. This can be 
accomplished by simple links 
or embedding the information 
into frames. 

2D and 3D visualization. 
Next to the theme based 
approach, also 2D and 3D-
visualization shows geo-
oriented tourism information 
such as biking, hiking tours or 
sights in their spatial context 
has been developed. The 
shown data has been 
integrated by the usage of the 
DMT. The tours are visualized 
with lines and the infrastructure is shown by means of points and symbols. Thus, the 
user may choose information he really requires, either by selecting particular themes 

 
Fig. 5. Online 3D navigator 
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or by gathering information in a geographical oriented search. The desired 
information is presented immediately in its geographical context. In contrast to the 
2D-view, the 3D-view of a region shows also the terrain elevation and therefore gives 
a realistic impression of the landscape.  

A real time 3D-model as shown in Figure 5 is realized on the basis of a digital 
elevation model from which the relevant elevation data are taken. This technology of 
visualization offers the user an easy interaction method. He is able to zoom to an area, 
twist the model and change his perspective. Furthermore, also flight paths can be 
predefined which allow virtual flights through a tourist region [6]. 

Interfaces to existing visualization platforms and services – Google. Google Earth 
(GE)4 and Google Maps (GM) became very popular in the last year. GE is a free-of-
charge, downloadable virtual globe program that shows the entire earth in 2D and 3D 
using available satellite images, aerial photographs and GIS-data. GM on the other 
hand is a free, web map server application and technology provided by Google that 
can be embedded on third-party websites via the GM API5 (application programming 
interface). Because of a huge market presence of Google, 2D and 3D platforms are 
much more known by the public than some years ago. So, a tourism information 
system should also allow integrating their data into such a platform. GE and GM 
allow this, using defined interfaces. GE used the Keyhole Markup Language6 that 
allows the direct integration of point, vector and raster objects into the 3D 
visualization application. GM on the other hand can be integrated into the online 
presentation itself using the GM API. A direct connection to the GMM database of 
the tourism region can also be enabled using this API in connection with server side 
scripts like PHP.  

The following figures show the integration of the same data as already shown 
above into GE and GM. 

 

Fig. 6 & 7. Data integration into Google Earth and Google Maps 

                                                           
4 http://earth.google.com/ 
5 http://www.google.com/apis/maps/ 
6 http://earth.google.com/kml/kml_intro.html  
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To be noticed here is the fact we have a direct interface to the GMM database. This 
allows the presentation of all data, which has been entered using the DMT (see 
chapter 3.2). Every modification is directly shown on this platform and ensures that 
the shown information is always up-to-date. 

3.4   Offline Presentation 

The offline application 
offers the functionality 
of a digital brochure 
with the advantages of 
using a digital media. 
In principal the content 
can be compared with 
the online version but 
there is a slightly 
different approach to 
the information access 
for the user. Here, the 
primary approach is via 
a geographical sele-
ction. In a second step 
the user is able to select 
vectors and points and 
to request additional 
multimedia information to the object. Figure 8 shows the developed offline solution 
with the shown description of a hiking trail. The digital brochure can be used as a 
cost-efficient alternative to the printed version of the brochure. Also it can be used in 
info-terminals. This does not only have the advantage to show multimedia content in 
a sophisticated way but also enables the tourism region to frequently update the data 
on the CD/DVD based on the existing GMM data with hardly any financial expenses.  

3.5   Mobile System 

The Mobile Tourism Information System was developed for a PDA running 
“Microsoft Pocket PC 2003” or higher in combination with a GPS functionality. 
These devices are high performance mobile multimedia computers with high 
resolution color displays. In addition, a memory card was used to expand the internal 
memory of the PDA and store cartographic as well as object data [1]. 

The used basic data is generated using the DMT to get the data from the GMM 
database. Up-to-date information can be added by exporting user-selectable regions 
from the DMT or by installing downloaded packages from the Internet. Those 
packages can be configured online, giving the user the chance to define which maps, 
regions and types of object data he wants to download, depending on his needs, 
bandwidth and available storage space on his PDA.  

As mentioned before, the Mobile Tourism Information System on the PDA can be 
divided into the presentation- and the data acquisition-part. 

 

Fig. 8. Offline application 
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The presentation on this device (Figure 9) includes the following information 
levels and functionalities: 

• General information about and impressions of the region using multimedia data. 
• Display of different types of maps stored as tiles with the opportunity of interactive 

navigation and zooming.  
• Visualization of objects, e.g. tours and hotels, on the map and their details 

including multimedia content, such as pictures, movies and sounds. 
• Display lists of objects with filter-capabilities. 
• Interactive selection of different layers for the spatial presentation. 
• Visualization of the current GPS-position if available and display objects within a 

user-defined distance.  
 
Data acquisition is realized by the following 
functionalities: 
• Record tours and points via GPS while being in 

the field and link photos or voice notes 
recorded with the PDA to those objects. 

• Keep a digital, location aware, personal diary of 
your holidays. 

 
With the focus on user-friendliness and 
performance, the Mobile Tourism Information 
System aims at all state-of-the-art PDAs including 
higher-resolution devices with VGA resolution 
(480x640 in contrast to 240x320 pixels). Despite 
the higher amount of image data displayed on such 
a higher-resolution device in comparison to a 
regular PDA, the performance while navigating on 
the map is optimized. This is achieved by using 
different types of maps depending on the device’s 
resolution and tiles of a different size. 

4   Conclusions 

The paper introduces an innovative and user-friendly concept for a geo-oriented 
management and presentation of tourism information on different output devices 
considering the spatial context of the data. Advanced 2D and 3D visualization 
technologies support the geographic oriented information access and allow an 
optimized orientation and navigation within a virtual landscape of tourism regions. 
The data management system, tailored to the service provider’s requirements, allows 
a time and cost efficient administration and actualization of the information. Also, it 
enables the usage of data from a virtual network using interfaces to existing systems. 
The system allows a tourism organization as the content provider to manage their data 
completely themselves which includes new as well as existing data. This allows to 

 
Fig. 9. Mobile device 
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keep the quality of the relevant information on a high level and guarantees usable 
information for sophisticated presentations as described in this paper.  

Location awareness, a multi platform data presentation using innovative 
visualization technologies and personalization of the access to information are more 
and more important prerequisites for the acceptance of tourism information systems. 
This also includes the high demand of integrating geographical aspects into tourism 
information platforms, which is an important ongoing issue for the tourism sector.  
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Abstract. This paper aims to investigate how 1m LiDAR data and 2D building 
footprints can be used to predict GPS multipath effects in urban areas. A ray 
tracing model is implemented in order to model reflected and diffracted GPS 
signals. Some preliminary results are presented and explained in detail. 

Keywords: LiDAR, GPS, multipath, Digital Surface Models (DSMs). 

1   Introduction 

Previous research findings have shown that LiDAR DSMs can model the line of sight 
(LOS) between the GPS satellites and receiver points on the ground at a very high 
accuracy [1]. It is anticipated that 1m spacing LiDAR DSMs can also be used to 
predict GPS multipath effect in order to assess the positioning accuracy of 
conventional and high sensitivity GPS receivers for location based services, as there is 
a growing demand for the use of GPS and/or the future Galileo system for 
transportation applications such as positioning-based road user charging and bus 
positioning [1][2]. High sensitivity GPS receivers are currently under development 
due to the fact that many receivers have to operate in the lower signal to noise 
regimes found in personal, hand-held, mobile and asset tracking applications and are 
consequently more prone to multipath errors [3]. 

In practice, both GPS code and phase observations are liable to multipath. 
Multipath effect is highly dependent on the surrounding geographic features near a 
GPS receiver, and therefore can not be removed by differential GPS which removes 
most of the errors in GPS positioning. The term multipath is derived from the fact that 
a GPS signal might follow several paths to a receiver’s antenna. The signal can be 
reflected from buildings or the ground and create a range error of several metres or 
more in C/A code measurements [4].  As illustrated in Fig.1, apart from the direct ray, 
a GPS antenna may receive diffracted and reflected rays which can deteriorate the 
positioning accuracy. 
                                                           
* Corresponding author. 
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Fig. 1. Typical multipath scenario [5] 

2   Methodology and Data 

The methodology used in this study is known as ray tracing and is an approach to 3D 
deterministic radio wave propagation modelling, it is also commonly used for surface-
rendering. The prime motivation for this study is that highly accurate LiDAR DSMs 
at 1m or even higher 25cm resolution have been made available in recent years, 2D 
building footprints in digital form are also undergoing an improvement in terms of 
positional accuracy and topological relationship in the UK [6] Therefore, it is 
worthwhile to develop a test-bed simulator specially tailored to these two GIS data 
sets. Fig. 2 shows an overlay of building footprints with a 1m spacing LiDAR raster 
DSM covering part of London Bus Route No2. The image on the right is the same 
LiDAR model without the building footprints 

 

Fig. 2. 1m LiDAR raster DSM and 2D building footprints covering part of London Bus Route 
No2 

As seen in Fig.2, the image on the left shows that the 2D building footprints 
closely line up with the 1m LiDAR raster DSM. Moreover, urban features can be 
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clearly recognized from the 1m LiDAR DSM even without the 2D building footprints 
(i.e. the image on the right).  

GPS signal operates at UHF band (i.e. L1 1575.42MHz, L2 1227.6MHz). It is 
generally accepted that the wavelengths (L1:19cm and L2:24cm) are small in 
comparison with the dimensions of the obstacles, and the building walls are treated as 
specular reflectors. It is well known that ray tracing techniques are based on the same 
assumptions. 

3   Diffraction 

Signal diffraction may refer to the fact that the signal is partially masked or unmasked 
and can still be tracked by the receiver. For example, it is possible that GPS signals 
bend around the edges of a wall although from the geometrical point of view the 
satellites are obstructed [7]. As a result, the diffracted signals are weakened and travel 
a longer distance compared to the direct signals which consequently introduce a range 
error into positioning. Often, the Signal-to-Noise ratio (SNR) is highly correlated with 
signals contaminated by diffraction. Low SNR may indicate the occurrence of 
diffraction especially when the receiver is placed close to a building.  

3.1   The Implementation of the Single Knife-Edge Model in a 3D GIS 

In this study, a simple single knife-edge diffraction model is first implemented 
according to the International Telecommunication Union Radio Communication 
(ITU-R, 1999) standard. Such a model is illustrated in Fig 3 and Fig 4 which account 
for both LOS and Non Line-Of-Sight (NLOS) cases. 

 

                 Fig. 3. (a) NLOS                                (b) LOS 

Where: 
h – effective height of the obstruct (i.e. perpendicular distance to the LOS) 
d1 – distance of the obstruct from the satellite 
d2 – distance of the obstruct from the receiver 
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For v greater than -0.7, the diffraction gain G(v) can be approximated using 
equation (1) 

G(v) = 6.9+2 ( ) −++− 1.011.0log 2 vv dB   
(1) 

Where the Fresnel parameter +=
21

112

dd
hv

λ      =λ 0.19m for GPS L1 

Note that v is negative, when there is clear LOS between the satellite and receiver (i.e. 
h is negative).In that situation, the attenuation is less severe compared to the NLOS 
signal with a positive v value (See Fig. 4). 

For the NLOS signal (i.e. v greater than 0), the diffracted signal gets increasingly 
weaker as the value of v increases. This trend is clearly depicted in Fig. 4 that is 
computed using equation (1).It is quite clear from Fig. 4 that the diffracted signal is 
weakened, and may not be tracked by the receiver if the loss is too high. 

 

Fig. 4. Knife-edge diffraction gain as a function of Fresnel Diffraction Parameter v 

The single knife-edge diffraction model is implemented in ArcGIS9 3D analyst as 
follows: 

For the LOS signals, the shortest perpendicular distance from the LOS vector to the 
terrain profile (i.e. h less than 0 in Fig 3 (b)) is computed so that the 3D coordinates of 
the terrain point closest to the LOS vector is chosen as the obstruction point and then 
used to calculate the Fresnel parameter v. In this case, the LOS vector is above the 
terrain profile. 

In terms of the NLOS signals, the LOS vector is below certain portions of the 
terrain profile, so the coordinates of the obstruction point can be found by 
interpolation along the terrain profile. This approach may be considered as finding the 
nearest edge point to the receiver provided that the building features are adequately 
modelled in the 1m raster LiDAR DSM. As stated earlier, it is generally accepted that, 
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for GPS signals, the buildings closest to the receiver are more likely to contribute to 
the propagation process. 

3.2   Multipath Data Collection and Results 

In order to examine the effect of the single knife-edge model on the positioning 
accuracy, a pair of Leica Geodetic-grade GPS receivers with AT502 dual-frequency 
antennas were used to collect data that is expected to be affected by the diffracted 
signals. It should be noted that multipath mitigation techniques have been 
implemented within the Leica receivers [8], which are designed to reject long-delay 
multipath signals. However, multipath mitigation schemes are often manufacturer 
specific and assumed to operate in conditions with high signal to noise ratios [3]. In 
this study, the GPS data were collected at the relatively lower signal to noise ratios 
(i.e. 33-42dB) than the expected ones (40-48dB) at a range of satellite elevation 
angles, which often imply that the direct LOS signal is not present, and the resultant 
positional error is large. 

The simulation is carried out in a 3D GIS environment. Data were collected over a 
period of 30 minutes in front of a building on the campus of the University of 
Glamorgan. In this period, SV10 was found to be affected by diffraction. As shown in 
Fig. 5, the solid green lines indicate the visible portions of the LOS between the 
receiver and the satellite, the invisible part of the LOS is indicated by the solid red 
lines. The reflected rays, indicated by the dotted green lines, are also present over the 
same period. The modelling of the reflected rays will be described in the next section.  

It is very clear from studying Fig. 5 that SV10 was moving from being invisible to 
visible to the receiver over a period of 30 minutes, as the elevation angle increases. 
The satellite positions are computed with the broadcast orbits which can be extracted 
from Rinex navigation file (Receiver Independent Exchange Format).  

 

Fig. 5. The screenshot showing SV10 moves from being invisible to visible to the receiver over 
a period of 30 minutes 

Fig. 6 is a plot of the computed elevation angles of SV10 against the single knife-
edge diffraction gain expressed in decibel over a period of 30 minutes. The gain is 
estimated using equation 1 for both LOS and NLOS signals. As expected, the signal 
gets stronger, as the elevation angles increases. It is quite evident from Fig 5 and 6 
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that 1m spacing LiDAR data successfully identified this transition period in which the 
direct signal is partially masked and unmasked. Note that the fractional parts of the 
elevation angles on the x axis are omitted in Fig. 6. 

 

Fig. 6. Elevation angle of SV10 VS the single knife-edge diffraction gain for point 1 

Having identified the affected satellite and the transition period, the Double 
Differencing (DD) residuals are used to give an indication of the magnitude of the 
possible pseudorange multipath error. This is because the base and rover stations are 
placed so close together (about 100 metres apart) on campus, almost all orbit errors, 
receiver clock errors, atmospheric effects are eliminated. Therefore, the DD residuals 
are mainly comprised of multipath error and a small amount of measurement noise. 

During the data collection, one station, whose coordinates were known to be 
accurate to a few centimetres, was set up as the base station on the roof of the School 
of Computing, thus estimating the baseline vector between the rover and base station 
is equivalent to estimating the coordinates of the rover station that is expected to be 
contaminated by multipath. The DD residuals are the differences between the actual 
observed double difference measurements and those computed by the least-squares 
solution for the baseline vector. The commonly used approach to double differencing 
is known as “weighted least squares”. As described in [9], the solution is given by 
Equation (2): 

( ) WbAWAAx TT 1
ˆ

−=    
(2) 

Where W is the data weight matrix, b is a vector containing the double-differenced 
residual observations. A is the design matrix. The weight matrix W for double-
differenced data is often constructed using “ the law of error propagation”. A detailed 
explanation of how the design and weight matrices are derived can be found in [9].  

Fig.7 shows the code double-differenced residuals of SV10. It is very clear from 
Fig.7 that very large residuals with the maximum up to 30 metres can be observed on 
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SV10 which means that the effect of diffraction on SV 10 is more significant 
compared with those satellites unaffected. This agrees with the prediction result 
shown in Fig.5and 6.  

 

Fig. 7. Double differencing residuals for Point 1 

To sum up, by applying the single knife-edge model to 1m LiDAR data, the effect 
of single knife edge diffraction can be predicted successfully, the signals weakened by 
the obstructions are tracked by the receiver and is the major cause of the large DD 
residuals. Note that similar results were obtained on two other locations on campus. 
However, due to the page limit, these results are not presented in this paper. 

4   London Bus Data 

The experiment was carried out along part of London bus route No2 over a 5 minute 
period. A low cost single GPS receiver was mounted on the top of a bus whose height 
is 4.4m. In Fig.8, the bus is travelling from north to south. It is quite evident that 
removing SV15 from the single-epoch least square solution brings an improvement of 
around 40m. The GPS points are brought back on to the road centreline at the 
beginning and end of the road without using SV15. The elevation angle of SV15 is 
just above 15 degrees, and introduced large positional errors. Note that other error 
sources such as atmospheric effects and satellite clock can not cause such severe 
positional errors. Similar improvements as such are observed on other part of the 
route as well at different times. 

In order to produce a visibility map for SV15, the antenna height of 4.4m is added 
to the height of each pixel cell centre on the 1m raster LiDAR DSM, the LOS analysis 
is subsequently performed at each cell centre. Therefore, the resultant visibility map 
has a very high resolution of 1m, and is displayed as a backdrop in Fig.8. It can be 
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seen from Fig.8 that SV15 is frequently masked and unmasked by the buildings 
especially in the two transition zones at the beginning and end of the road where 
SV15 becomes invisible to visible. Also, SV15 is not visible most of the time when 
travelling along the middle part of the road due to the urban canyon effects.  
However, we do not have sufficient evidence to say that this large positional error is 
due to multipath although it is very likely. 

 

Fig. 8. Improvements without SV15 

5   Reflection: Simulations and Results 

5.1   Ray Tracing for Reflected Rays 

In general, ray tracing techniques can be classified into two main groups: techniques 
based on the shooting and bouncing rays method and techniques based on the image 
method [10]. Image-based ray tracing appears to have some advantages. Instead of 
using the ‘brute force’ approach of launching many rays at very similar angles, the 
technique considers all obstructions as potential reflectors and calculates their effect 
using the image method [11]. The image method is used in this study (Fig. 9). As 
shown in Fig.9, it appears that the signal is emitted directly from the image source (I) 
given an original signal source (S) and a building segment. The image point (I) is 
symmetrical to the signal source (S) with respect to the building segment. Note that 
two additional tests have to be made before a reflected ray is successfully identified. 
First, the reflection point (R) must be located onto the building segment in order to 
create a reflected ray.  The second test is to check if there are any obstructions 
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between the signal source (S) and the reflection point (R) which block the LOS. The 
details of the implementation of image-based ray tracing algorithm are presented as 
follows: 

 

Fig. 9. Application of the image method to the ray reflections  

1. Calculate the 2D coordinates of the image point with respect to the current building 
segment in the scene. 
2. Calculate the 2D coordinates of the intersection point (R) between the current 
building segment and the line connecting the image point and the receiver point (O). 
The calculation of the intersection point is completed in 2D, which requires the 2D 
building footprints. The heights of both image and receiver point are set to zero in this 
step. 
3. Perform the 3D LOS analysis between the current image point and the receiver 
point using 1m spacing LiDAR raster DSM. The reflection point exists only if the 
obstruction point closest to the receiver is identical to the intersection point computed 
in Step 2. The height of the obstruction point is interpolated along the LOS, which is 
also the height of the reflection point. 
4. Perform the LOS analysis between the reflection point and the satellite. If 
unobstructed, a reflected ray is detected. 

Steps 1-4 are performed iteratively for each of the building segments in the scene and 
the satellites in the sky above a particular elevation mask angle (e.g. 15 degrees).  

As illustrated in Fig.10, dotted green lines are reflected rays. It should be noted that 
the edge effects of the 1m LiDAR DSM must be taken into account when performing 
the LOS between the reflection point and the satellite. This is because the LOS may 
be blocked by an obstruction point on the building wall that is very close to the 
reflection point (e.g. only a few centimetres away). In such a circumstance, the 
satellite should be deemed visible rather than invisible. Furthermore, the developed 
simulator can perform very fast, for example, reflected and diffracted rays can be 
identified at one location within one or two seconds. 
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Fig. 10.  3D visualisations of reflected and direct rays 

5.2   GPS Receiver Correlator 

To date, various mulipath mitigation techniques have been built into GPS receivers 
such that long-delays can be minimized. However, short delays (e.g. less than 30m) 
are still needed to be dealt with.  

The heart of a GPS receiver is the autocorrelation function depicted in equation (3). 
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Where: R is the autocorrelation function,  
      τ  is the lag 
      P(t) is the prn code at time t (either plus or minus 1)   
In principle, the incoming code is correlated with two local spread-spectrum codes 
with a relative spacing of 1 chip time (i.e. the early and late code) or 0.1 chip for 
narrow correlator. Each chip of C/A code is about 977.5ns (1/1023MHz) long. The 
output of the two correlation processes are differenced to form a discriminator 
function known as S-Curve. Multipath signals tend to distort the shape of S-curve, 
which result in a tracking error. A more detailed discussion on the receiver correlation 
processes can be found in [12] and [13]. 

The magnitude of multipath error mainly depends on the amplitude, time delay, 
and phase of the multipath signal relative to the LOS signal. The steps taken to 
calculate the map of multipath error displayed in Fig.11 are as follows: 

 
1. Given a particular satellite with an elevation angle, in this study, SV15 was 

chosen at an elevation angle of 15 degrees. Note that the visibility of this 
particular satellite is also shown in Fig.11.  

2. In this study, the power of the reflected signal is set to 0.5 relative to the direct 
signal, as the reflection coefficient for concrete at the propagation angel of 15 
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degrees is about 0.5. A detailed discussion and derivation of the reflection 
coefficients for various materials can be found in [14]. 

3. Only one single reflected ray is considered when the direct signal is present. The 
reflected-only signals are not displayed in Fig.11. 

4. The additional length the reflected signal travels compared to the direct signal is 
divided by the speed of light, the resultant quantity is the time delay. The phase 
delay is simply the additional length divided by 19cm which is the wavelength of 
GPS L1. Alternatively, the phase delay can be set to either 180 or 0 degrees in 
order to assess the absolute maximum multipath error.  

5. Every cell centre in the 1m LiDAR data is used as an observation point (i.e. 
receiver position) at which ray tracing is performed in order to detect the 
reflected rays. As such, the resultant prediction map has a very high resolution of 
1m. 

 

Fig. 11. 0.1 chip pseudorange multipath error in metres 

As described in Fig.11, the reflections are more likely to occur when the receiver is 
placed close to a building. The pseudorange multipath map gives clear information of 
the possible occurrences of multipath due to one single reflection. 

6   Conclusions  

In conclusion, the use of LiDAR data and 2D building footprints can help model and 
predict GPS multipath effects. The methodology presented in this paper is based on 
the well-established theories in the domain of GIS, GPS and radiowave propagation. 
Furthermore, the terrain data in raster format used in this work is compatible to 
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common GIS applications. Either a Triangulated Irregular Network (TIN) or regular 
grid can be used in conjunction with the building footprints. Therefore, the 
methodology does not require a specific data structure for 3D city models. Future 
work will focus on the detailed study of the noise characteristics in different terrain 
environments using the developed ray tracing model.  
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Abstract. In this paper, the Multi Agent System (MAS) Architecture, GPS, 
GIS, and Wireless Communication technologies were discussed. New 
application architecture of complex vehicle Location Based Service (LBS), and 
Navigation and Intelligent Transportation systems based on the MAS 
architecture were proposed. The implementation and Web performance of this 
methodology on the urban garbage trucks management in the Shanghai Putuo 
district were introduced. The final system testing results were evaluated. And 
the future potentials of the MAS based approach to solve complex urban 
management problems and monitoring information network systems were 
prospected. 

Keywords: Software Agent, Multi Agent Systems, GPS, GIS, Wireless  
Communication. 

1   Introduction 

In the research field of the Software Agent, implementations are more advanced than 
other theory studies. As an important computation and construction unit of the digital 
world (with the development of the computer and communication hardware and 
software), there have been many innovations and diversified applications about the 
Agent system, first from a single Agent, then Multi Agents, and now Mobile Agents. 

Actually, Agent technology is becoming the most important component in 
constructing the socially organized system of the cyber world. Agent applications 
include information services, multi-dimension designs, robots, e-business, computer 
aided cooperation, computer games, education and training, intelligent environment, 
society simulation, artificial life and so on. 

Location Based Service (LBS), Navigation and Intelligent Transportation are the 
hot research topics now. There are many wonderful solution methods emphasis on 
above topics, e.g. PDA (Personal Digital Assistant)/Pocket PC and GPS (Global 
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Positioning System) integration, embedded navigation software development, 
GIS(Geographic Information System) based transportation commanding center 
building, and so on. But our objective using Agent technology and Multi Agent 
System architecture is to find a total solution approach to cover the main questions in 
this area. 

Research on Location Based Service (LBS) and Navigation and Intelligent 
Transportation generally tackle three basic questions (Shih-lung Shaw, 2005): 

1. Where am I? (How to calculate my position) 
2. What is around me? (How to express the objects  and  environment  around  some  
    place) 
3. How can I go to that place? (Best way of getting from A to B) 

Question 1 can be solved now by the integration of the GPS (Global Positioning 
System) or Satellite Positioning System, sensor network positioning and embedded 
GIS (Geographic Information System) software. The position information can now be 
transferred to the users’ PDA or smart mobile phone using Short Message Service 
(SMS) or push technologies (GPRS- General Packet Radio Service, WAP- Wireless 
Application Protocol, etc.). 

Question 3 can be tackled by the research on network analysis models and 
algorithm for way-finding. Some familiar way-finding algorithms [1][2][3] include 
Depth-first searching algorithm based on the network limitations; Dynamic 
programming algorithm in an acyclic network graph with direction identification; 
Dijkstra algorithm based on the adjacency matrix; Maximum dependence edge 
algorithm; and Dijkstra algorithm based on the greed and heuristic game etc. 

But for question 2, the transportation monitoring system distributed at different 
road junctions and crosses is a better method to offering the real-time environment 
video frequency information around us.  

So new methodology should be proposed, which integrates GPS installation in 
vehicles, data transmission through wireless network services (e.g. SMS- Short 
Message Service, GPRS- General Packet Radio Service); direction promotions 
supported by the GIS based way-finding algorithms; and Web real-time video capture 
systems. This methodology gives us the possibility to solve total Location Based 
Service (LBS), Navigation and Intelligent Transportation questions. 

This paper proposes a MAS architecture implementation to solve these two 
important problems in the Web integration of the GPS+GIS+GPRS Tracking System 
and Real-time Monitoring System. 

The Agent here is not only a modern, advanced, computation technology as people 
wish, but also a new solution methodology and a new concept model and 
implementation tool to study the complex, distribution and interaction system. 

2   Software Agent and Multi Agent Systems 

Referenced to the Agent concept by M. Minsky (1994), the famous computer scientist 
and the one of the Artificial Intelligence founders, Software Agent are self-governed 
software/integrated software package with special skills, with regard to one computer 
system. When you need accomplish a task without any knowledge about the inside 
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process and the software, viz. the software/ integrated software package running as a 
black box, it could be defined a Software Agent.  

In other research works on the characteristics of Agents, the most popular and 
classical theory is the discussion about the Agent’s “weak definition” and “strong 
definition” (Wooldridge 1995, 1997; Nwana 1996). After analyzing some typical 
research re-ports and application systems, based on the description and definition of 
Agents, the basic characters of Agents were found. These characteristics include 
Interactivity, be task/goal driven, be autonomous & controllable, and reactive (Liu 
Da-you 2000; Sun Yu-bin 2000). These four characteristics are the basic Agent 
characters, but they could have other characters according to the application situation, 
such as mobility, veracity, self-adaptability, Communicative, sensitive, self-rebooting, 
Self-benefiting etc. [4] [5] [6] [7] 

In the practical research and program of Software Agents, all the characters are not 
necessarily built into one Agent System or Multi Agent System. Usually we choose 
some characters of Agents to build the system according to the practical application.  

But the reactive, interactive, task/goal driven, autonomous & controllable must be 
regarded as the basic technology and theory of Agents.  

Any Software Agent is designed for the user’s special task and goal, and the 
running mechanism of the Agent is based on the task/goal driven characteristic, so 
how to build the Task/Goal Driver is the key part of the Software Agent. The most 
popular characteristics of Task/Goal Driver include Data Driven and Message Driven. 
The Data Driven method is usually used in Management Information Systems, 
because all the operations and actions are activated by data. The Message Driven 
characteristic is often used in the Windows Operating System, and the functions or 
actions are based on watching and triggering. The Software Agent manages the goal 
of the system as a whole, so it uses the Task/Goal Driver based in the Data Driven, 
Message Driven and other methods (the relationship see also Fig. 1).  

 

Fig. 1. Task/Goal Driven buildup [8] 

In other words, a Software Agent is a kind of program or computing entities, which 
can sense the environment, self-run, realize the task/goal given by its designer or user, 
and give the right reaction. 

2.1   The Common Agent Architecture Design 

As an important computation unit and application component of the digital world, 
Agent creation should be described as a practical engineering technology. Usually, the 
architecture of Agents are always inter-infiltrated with software engineering main 
technologies, such as Object Oriented Software engineering (OOSE). Such 
technologies can implement special functions according to the Agent concept, such as  
 

Task/Goal Driven 

Other Methods Message Driven Data Driven 
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Fig. 2. The Common Agent Architecture [9] [10] [11] 

autonomy, rationality, co-operation and mobility. The six parts of Agent architecture 
are summarized in figure 3. 

The Perceptron monitors the environment and system status, and produces the 
Agent input information.  

The message processor is responsible for the information exchange with other 
Agents. This message interactive mechanism is based on the bit groupings and some 
self-expression texts. Usually TCP/IP (Transmission Control Protocol and Internet 
Protocol) apply to describe the message processor, especially in Web service. The 
contents of the socket interface include service thread, message thread, custom thread, 
timer, receive buffer, send buffer, send schedule and receive schedule etc. 

In a constant period, this model acquired information from the Perceptron and 
Message Processor, and fuses the multi data and information to some congruous 
environment status. 

The Strategic Components of Agents are the function groups including the prop 
steps they use to handle problems (or to decompose one problem to several sub-
questions). Some functions are expressing the location of Agents and calculating the 
range of model variable values. The objective judgment function is built variously in 
order to solve different application problems.  

Two values compared actualize a simple judgment function (e.g. comparing the 
GPS signal with GIS objects coordinates in order to judge the location). There are 
many judgment methods that may include fuzzy set, range evaluation, multi attributes 
assessment and constraint condition judgment etc. 

The Effecter is the output of system. Information produced by an Agent could 
affect the outside object and the Agent itself. One Agent system contains many 
executors in order to accomplish the objective. The computation results of Agent 
components are inner variables, and will be converted to executable programs and 
arrange the execution sequences. In the software system, the Effecter might be a 
command word, a network packet, an alarm E-mail or some audible or visible alarm. 

2.2   Multi Agent Systems 

Like many developing technologies, applications and implementations keep ahead of 
the theoretic progresses about Software Agents. As one important computation and 
organization unit in the digital world, Agent systems produce many creative 
applications from single Software Agent systems to Multi Agent cooperating systems, 



58 Y. Lei and L. Hui 

and the Mobile Agent applications. Agent technology is becoming the socially 
organized system and component of the digital world, based on the intercross and 
integration of Artificial Intelligence (AI), Object Oriented (OO) and Distributed 
Computation Network (DCN). The applications of MAS cover Information Services, 
Multi Dimension Interface Designs, Robots, E-Commerce, Computer Aided 
Cooperation, Computer Games, Education and Training, and Simulating Society and 
Artificial Life etc. These applications not only give us an advanced computation 
technology, but also show a brand-new thinking method to solve the complex system 
problems [12] [13].Based on the MAS architecture, a new complex system concept 
model was proposed, and many developers are doing their creative research in this 
field. The Belief-Desire-Intention Theory (proposed by Bratman) is considered an 
important fundamental theory.  

The architecture of MAS (see Figure 4) describes the basic components, the 
functions, the relationships and the communication mechanisms between different 
Agents. It also shows the information interaction, the control relationship, the network 
surrounding, and the Agents abilities to solve problems. 

 

Fig. 3. The Common Agent Architecture [14] 

Usually the MAS architectures are grouped with 3 types, Deliberative Architecture, 
Reactive Architecture and Hybrid Architecture. 

2.3   MAS Based Vehicle Management System Architecture 

As we discussed in the introduction, the system integration objective is contained in 
GPS systems and installed in different mobile vehicles. The GIS system offers the 
static environment information and location coordinates, using the GPRS system as 
the communication channel. It provides for the real-time video monitoring systems 
that constantly acquire and publish the dynamic traffic information. The information 
is made up of the settled road cross, and all of the four different systems must be 
developed and integrated in the Browse/ Server architecture in order to offer anyone, 
anytime, anywhere information Web service. 

Because each vehicle might move anywhere with any purpose, object mobility 
must be supported. And as a complex integration software system is involved in  
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Fig. 4. Vehicle Management System Based on Contract Net MAS Architecture 

different sciences and technologies, Agents and Multi Agent Systems are selected to 
meet the architecture designs (see Figure 5). 

The communication Agents layer contains two different communication archi-
tectures. One is a TCP/IP based Internet/Intranet/WLAN communication network, 
which focuses on the Web Service Oriented technologies based on XML. The other is 
the commercial wireless communication network (e.g. GSM- Global System for 
Mobile communications, CDMA- Code Division Multiple Access, SMS- Short 
Message Service, 3G- third generation etc.), which focuses on information 
transmission package technologies including TCP/IP socket, WAP push, database 
middleware etc. 

The mobile Agents layer contains real-time video capture Agents and GPS 
Tracking Agents. Media Flow process and publication technologies should be the key 
to the real-time video capture Agents. GPS related technologies support the GPS 
tracking Agents. Web based information service technologies support the 
communication between Agents, which include database middleware, TCP/IP socket, 
Web Service etc.  

The aided decision-making layer contains the Web GIS interface, visualization 
Agents; and Aided Navigation and Management Agents. The Web GIS technologies 
support the creation of the first Agents group. The way-finding algorithms and 
cooperation technologies with work flow system and GIS support the aided 
Navigation and Management Agents creation. 

Except the communication between the Web GIS Interface and the Visualization 
Agents to the Communication layers, the communication channels between different 
components and Agents are two-way. The reason for the one-way communication 
channel is that the status of the communication layers are never shown on the Web 
GIS interface. 
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This architecture is classified into Contract Net Hybrid MAS Architecture. The 
Web GIS Agent is the administrator of the lower level Agents including 
communication Agents, video capture reactive Agents and GPS tracking mobile 
Agents. At the same time, the Web GIS Agent also takes responsibility for executing 
the order coming from the aided navigation and management Agents. 

3   Other Key Technologies 

3.1   Vehicle GPS Technologies 

Vehicle GPS is an integration of software and hardware systems installed on different 
vehicle with GPS navigation, positioning, and monitoring of the status of driving and 
controlling a vehicle and its electronic equipment. 

One set of Vehicle GPS system contains the GPS satellite signal receiver and 
processing all-in-one machine, a Laptop or PDA or Special Vehicle PC, Electronic 
Maps, the Bracket, and the Vehicle Power Inverter or Charger provides the power for 
the whole system. 

3.2   Communication Technologies 

3.2.1   Socket in TCP/IP Protocol 
TCP/IP is a set of complete protocols supported by multi-operating systems, which 
are used in the Windows series, UNIX, Linux etc. Different types of computers can 
do reliable data exchange following TCP/IP in the network. Sockets are located on the 
transportation layer in the 4-layer model structure of TCP/IP. Sockets supply the 
uniform interface with different application software (the relationships see also Fig. 
10), such as Telnet, FTP, Ping, HTTP, WWW etc. 

Sockets are also a software entity. They supported IPC (in-process communication 
by UNIX) of the distributed environment, and offer the basic component for IPC. 
Windows was used to do the test, so the socket software was WinSock interface. In 
many advanced computer languages, WinSock is capsulated in the bottom layer of 
API by components. Sockets accomplish the network communication according to the 
C/S mode. 

3.2.2   XML 
There have been multitudinous benchmarks for evaluating the DBMS performance in 
various application areas. On one hand, XML becomes a standard for data 
interchange [15], penetrating virtually all areas of Internet applications, and bringing 
about massive amounts of data. XML allows one to specify the content and structure 
of a document in a way that lets one generate particular presentations as needed [16]. 

The situation is that XML-based solutions are becoming the preferred choice for 
most GIS vendors and users [17]. There is an increasing need for the management and 
exchange of spatial data in modern applications with the emergence of XML as a 
standard for information interchange on the Web. Moreover, Geographic Extensible 
Markup Language (GML, the XML application in the specialized domain) also 
becomes a standard for geospatial data sharing and transport over the web [18]. 
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3.2.3   GPRS [19] 
General packet radio service (GPRS) is a packet-based wireless data communication 
service designed to replace the current circuit-switched services available. These 
services are usually available on the second-generation global system for mobile 
communications (GSM) and time division multiple access (TDMA) IS-136 networks. 
GSM and TDMA networks are designed for voice communication, dividing the 
available bandwidth into multiple channels, each of which is constantly allocated to 
an individual call (circuit-switched). These channels can be used for the purpose of 
data transmission, but they only provide a maximum transmission speed of around 
9.6Kbps (kilobits per second). 

As a packet-switched technology, GPRS supports the internet protocol (IP) and 
X.25 (packet-switched standards currently used in wire line communications). As 
such, any service that is used on the fixed internet today will also be able to be used 
over GPRS. Because GPRS uses the same protocols as the internet, the networks can 
be seen as subsets of the internet, with the GPRS devices as hosts, potentially with 
their own IP addresses. 

Enabling GPRS on a GSM or TDMA network requires the addition of two core 
modules, the Gateway GPRS Service Node (GGSN) and the Serving GPRS Service 
Node (SGSN). The GGSN acts as a gateway between the GPRS network and the public 
data networks such as IP and X.25. They also connect to other GPRS networks to 
enable roaming. The SGSN provides packet routing to all of the users in its service area. 

 

Fig. 5. GPRS configuration diagram 

As well as the addition of these nodes, GSM and TDMA networks have to have 
several extra upgrades to cope with GPRS traffic. Packet control units have to be added 
and mobility management, air interface and security upgrades have to be performed. 

3.2.4   Middleware and Database Middleware [20] 
Middleware (software that functions as a translation layer) sits between an application 
residing on one server and any number of clients that want access to that application. 
In short, middleware allows users to interact with one another and with applications in 
a heterogeneous computing environment. 

The types of middleware include database middleware, application server middleware, 
message-oriented middleware, transaction-processing monitors and Web middleware. 

Database middleware only enables applications to communicate with one or more 
local or remote databases. It doesn't transfer calls or objects. And while database-
oriented middleware is easy to deploy and relatively inexpensive, it doesn't include 
features found in more complex software products. 
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Database middleware doesn't allow for two-way communication between servers and 
clients. Servers can't initiate contact with clients, they can only respond when asked. 

Application server middleware is a Web-based application server that provides 
interfaces to a wide variety of applications and is used as middleware between 
browser and legacy systems.  

Messaging-oriented middleware provides an interface between client and server 
applications, allowing them to send data back and forth intermittently. 

Messaging middleware is similar to an e-mail system, except that it sends data 
between applications. If the target computer isn't available, the middleware stores the 
data in a message queue until the machine becomes available. 

3.3   GIS and Web GIS 

The geographic information system (GIS) is a technical system of geography 
information science, using the theories and methods of system engineering and infor-
mation sciences to acquire, store, manage, analyze, distribute and utilize spatial 
information with the support of computer software and hardware. GIS is widely used 
and has become a powerful tool in many areas, such as urban planning, city 
infrastructure management, traffic control etc. 

Web GIS is the mainstream development and application of GIS technology. Web 
GIS is used as the provider of spatial data browse, query and analysis. The application 
structures of Web GIS mainly contain C/S and B/S architectures. When using the C/S 
architecture, part of the application software must be deployed in the client side, and 
the request of clients must be completed by the cooperation of the client and server. 
But for the B/S structure, the requests of users are processed on the server side, and 
there is no need to deploy system software on the browser side. 

4   An Implementation Sample 

In order to support the architecture and technologies introduced in this paper, a 
unified command system was built in Putuo district of Shanghai, P. R. China. 

The objective functions of this integrated system contained GPS+GIS+GPRS 
garbage truck real-time tracking and commanding, key refuse collection fields and 
main road cross real-time video monitoring and operational information automation. 
Through the uniformed Web interface, anyone could query the urban environmental 
information at anytime, anywhere. In addition, remote sensing imaging from the 
Quick-Bird satellite every half year is used as the geo-referenced background (see 
Figure 7). 

The Special Functions of this integrated system (besides the common Web GIS 
functions) include: 

 Selection cooperation with real-time video-monitoring systems; 
 RS imaging and GIS attributed integration multi-scale visualization; 
 GPS tracking and monitoring in the B/S framework (see Figure 8);  
 And Warning about filled cesspools 
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Fig. 6. The Screen Copy of Real-time Monitoring of Mobile Vehicles and Video Capture of a 
Road Cross 

 

Fig. 7. Mobile Vehicle Historic GPS Track 

The system Software: 

 Microsoft Windows Server 2003/ Windows XP professional 
 Microsoft SQL Server 2000 personal 
 J2SDK 1.4.2 
 IBM WebSphere/ Apache Tomcat 5.x 
 ESRI ArcIMS 9.x 

A Servers Group with 6 Dell 2850i was also built, one server machine was used for 
Communication Agents, one for real-time video capture Agents, one for GPS Agents, 
one for Web GIS Agents, one for the non-spatial information database, one for the 
spatial database (including remote sensing images), and one for system backup. 

After the system testing (testing result see Table 1) and commissioning at the 
beginning of 2005, this system is now offering its service of supporting about 120 
garbage trucks tracking daily in Shanghai. And a demonstration simulation system 
was also built in JLGIS of CUHK, Hong Kong in March 2005.  
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Table 1. Table captions should be placed above the table 

 Merit Testing 
Value 

Explanation 

Sufficiency 0.978 1- Best 

Integrity 0.933 Compatibility 

Coverage Factor 0.911 
 Functionality 

Exactitude Evaluation 0.167 

Fault density 0.0476 
0- Best 

Fault Settlement 1 Maturity 
Testing coverage 

factor 
1 

Reliability 

Recovery Easy to Reboot 1 

Integrality of 
Description 

1 
Easy to 

Understand Comprehensive 
Function 

1 

1- Best 

Easy to use 

Easy to Operate 
Intelligibility of 

System Messages 
0 0- Best 

Efficiency Time Response Average values 12.85s  

Transferability Adaptability Hardware 1 1- Best 

  System Software 1  

The testing results was coming from one-week uninterruptedly supervision of this 
system, and it showed enough evidence to demonstrate the superiority of MAS based 
complex software system integration. The work reported in this article is also one of 
the most important parts of the 2010 World Expos project (05DZ05808) funded by 
the Shanghai Science and Technology Development Funds. 

5   Conclusions 

Usually the researchers in Location Based Service (LBS), Navigation and Intelligent 
Transportation area study the different approaches around the three key questions 
mentioned at the beginning of this paper separately. But Agent and Multi Agent 
System architectures, a new methodology to solve the complex system problems, 
have proved that the Location Based Service (LBS), and Navigation and Intelligent 
Transportation questions should be treated as a complete system. 

The potentials of those key technologies and the integrated architecture discussed 
in this paper have not been explored fully. They have only been tested through the 
example of garbage truck real-time tracking and commanding. Continuous research is 
needed to further enhance the operability of the methodology proposed in this paper, 
such as solving the problems in transportation navigation, urban emergency reactions, 
and information systems integrated with real-time control systems in industry areas 
and so on. 
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Abstract. To manage cities by using Ubiquitous technology, a U-city has 
recently been gaining attention in Korea. With a great deal of help from the 
Central Government and local governments, a series of trials to integrate the 
traditional complex facilities and natural items with the technical elements of 
the ubiquitous environment such as RFID, SoC and USN are actively in 
progress. Particularly, in the case of combining with the existing GIS system, 
they will be very efficient. and In this study, as an actual example of the 
application of RFID, wireless telecommunications, and GIS, RFID is 
introduced to manage street trees in cities and UFID is studied for a new 
address system in Korea. To enhance the existing management system, GPS, 
CDMA and a web information system are constructed and finally the three 
dimensional GIS system is developed.  

Keywords: RFID, Ubiquitous, Facility Management, U-city, UIS, UFID. 

1   Introduction 

The Korean government recently selected Ubiquitous technology as the main item of 
the top-10 growth engine industries to lead Korea. As a result, each industry is 
positively seeking the introduction of ubiquitous technology to its environment. In 
particular, the construction of a U-City that enhances the quality of life and ensures 
the effective management of cities through making the structures of a city intelligent 
is in its initial state.  

The urbanization of Korea is up to 80.8% as of 2005. Particularly, cities in Korea 
are densely populated, which naturally allows the Central Government and local 
governments to operate GIS-based UIS (Urban Information System) to manage cities 
efficiently. Currently the UIS is operated successfully and used for the 
management of main infrastructures like roads, buildings, water supplies and sewage 
system, and land. It is likely that this GIS-based management system will become a 
strong basis for cities of Korea to enter the ubiquitous environment in the near future. 

In this study, as an actual example of the application of RFID, wireless 
telecommunication technology, and GIS technology for the management of facilities 
in cities, RFID for managing street trees and a new address system suited to the 
Korean situation were designed and introduced. In addition, to improve the existing 
system of street trees, GPS, CDMA, and a Web Information System are constructed. 
Finally, a three-dimensional GIS system is developed.  
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Until now, the existing system has been mainly operated by on-site works, where 
stainless steel labels are used. In this study, however, a U-street trees system is 
proposed for the systematic and efficient management of street trees by using 
advanced GIS(Geographic Information System) and up-to-date information 
telecommunication technologies. 

2   Design of the Management System of Street Trees  

2.1   Functional Requirements Analysis  

This is the step for understanding the demands from users to realize an optimized 
system. The main points of this step for the realization of the management system of 
street trees are shown in Table. 1.  

Table 1. The main points of the Functional Requirements analysis step 

Main points Details 

To apply the real-time 
update function 

Necessity of the application of wireless telecommunication 
technology 

To include car control 
function 

Necessity of GPS device 

To include 3D 
modeling function 

Necessity of a three-dimensional model of trees lining street 
Necessity of software for three-dimensional GIS function 

Hardware specification 
definition 

Determines frequency by requesting RFID recognition distance 
Determines hardware like (PDA: Personal Digital Assistant) 

How to mount RFID Maintains a consistency in case of on-sites work 

2.2   System Design and Development  

The management system of street trees is generally divided into a PDA system, for 
the on-site management of street trees, and a two-dimensional (or three-dimensional) 
web server development for workers responsible for managing street trees.  

In the PDA system, the locations and shapes of on-site street trees are expressed on 
an electronic map. Searching, amending and inputting the information of street trees 
in charge could be done on a terminal by using mobile computing technology. The 
amended contents are input in real-time through a management server.  

The web information system could control cars on-sites and amend and add the 
existing information. In car controlling, by using a PDA having interoperability with 
GPS, the locations and status of cars, for example, spraying, moving or trimming, 
could be identified in real-time and all the contents recorded in a database. The web 
information system could manage information remotely with an interactive system 
that has services of search and inquiry regarding the information of street trees.  
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2.3   Building of a Street Trees DB  

The construction of a DB is based on the data of the Large Tree-Registration System 
(trees with more than 20cm diameter should be registered), operated by Seoul. A field 
study should be done to identify whether or not main data and data on-site are the 
same and should add field and input data to realize the system.  

The main contents of the database to be managed by the management system of 
street trees are as follows.  

- Environment Information: Management Number, Street Name, Group Name, 
Administrative District, RFID Attachment, etc. 

  -  Tree Information: Tree Kinds, Size, State, etc. [1] 
  -  Management Information: Planting Date, Safe Cover, Support, Lower Vegetation, 

Soil Management, Pest Control, Herbicide, Water and Fertilizer, etc, 
  -  Code Information: Street Trees, Cars and Species of Trees  

3   UFID (Unique Feature IDentifier) Design  for the System 

A UFID (Unique Feature Identifier) is a unique identifier, which is under 
development for the purpose of managing national land with a single unification 
system by the Ministry of Construction and Transportation. UFID gives numbers to 
the land space and identifies the locations and contents of any objects that are wanted 
with an identifier.[2] Therefore, UFID not only integrates sensors for real-time 
management, telecommunications technology, altitude information along with 
location information, and the information from management organizations but also 
connects with GIS, which could systematically manage and apply underground 
facilities, underground space and natural geographical items, and artificial facilities 
on the ground.   

 

Fig. 1. Structure of UFID  

The UFID is used as an identifier necessary for LBS and a ubiquitous environment. 
UFID is based on the UFID system from the National Basic Geographical 
Information and is suggested by applying a serial number field and management 
organizations. (Fig. 1) 

1) Version Code 
According to the National Basic Geographical Information UFID System, a two-digit 
number is used through the combination of the version number of UFID and its U.  
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2) Topographical Feature Code  
According to the numerical map ver2.0 system [3], one alphabet character and small 
category number 3 are expressed. Street trees have no corresponding classification 
system but are expressed as D003 code.  

Table 2. Numerical map ver2.0 geographical things classification system  

Large classification 
name 

Road Building Facility Gardening 
Water 
system 

Topography 

Large classification 
code 

A B C D E F 

Small classification 
number 

22 2 55 4 8 5 

3) Agency Code  
The construction of a management organization field is divided into three types  

(1) Management Subject  
 -  Each city hall, district office and other organization for managing street trees  
 - How granted: Organization Integration Code of the Ministry of Government 

Administration and Home Affairs (7 digit number)  
(2) Administrative district  

 - Administrative district where street trees are located  
 - How granted: Administrative-dong code (Metropolitan-si/do<2> + si/gun/gu<3> 

+ eup/myeon/dong<3>)  
(3) Road Management Number (selected)  

 - Road number where street trees are located  
   (Metropolitan/do<2> + si/gun/gu<3> + serial number<5>)  

In this case, the road management numbers make it easy to understand the 
locations and distributions of street trees.  

Through inputting the road management number into the UFID, it could be connected 
with road names and a building number management system, which is very effective in 
 

 

Fig. 2. Linkage of UFID and various systems  
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the case of linkage of other systems, because the Urban Information System (UIS) is also 
managed by the Korea Land Information System (KLIS), the Land Management 
Information System (LMIS) and local governments, based on roads. (Fig.2). 

In case of adopting the road management numbers, however, there is no unity or 
system in the existing national road management number, so the road management 
number must be re-constructed as a single standard for UFID application. In addition, 
merely the adoption of a road management number cannot give the information of 
who controls the street trees and the administrative-dong where street trees are placed, 
but this problem could be solved by inputting the administrative-dong code and 
management subject code into the database of street trees.  

4) Serial Code  
A serial number field is combined with a management number and is composed of 
information that recognizes facilities. Street trees are generally lined along roads so 
characters and serial numbers that recognize the direction of Left (L), Middle (M) and 
Right (R) of roads are expressed.  

The roads and building number management system DB of other regions confirm  
that the longest road in Korea is Bongsanjung2-gil in Daejeon City (117,356.82m) [4]. 

From this, by predicting the increase or decrease of the volume of street trees 
including the extension and establishment of roads, serial numbers express five-digit 
numbers (99999cases) * 3 (direction), that is, a total of 299997 numbers of street trees 
per road could be identified.  Such a serial number system could be applied to all the 
management of street trees across the nation.  

5) Location Data  
Location Information consists of latitude and longitude. The longitude of Korea 
is  124°- 131°, constituting a total of 11 digit numbers, excluding the first two 
numbers.  For example, Seoul has a latitude of 37°34  51  and longitude of 
126°59 34 ; the result is 37345165934. 

6) Elevation Data  
The elevation information is not necessary for the management of street trees but is 
given an empty code 00 in consideration of the interoperability and extensibility of 
the future UFID.  

7) Attribute Flag  
In the case where specific additional attributes are required, the responsible 
organizations ask the organizations managing the UFID to amend and apply by 
attaching the specific contents. If there is no specific matter, expressed as 0 or as 1, 
interpreted as referring to the specific matter of the database.  

8) Error Check  
This is a code to identify the integrity of the UFID, system transmission and possible 
errors when manual operated. A checksum that applies the denary scale, storing the 
results, is how errors are identified.  

The serial number and geographical items code are characters, so they are used by 
converting the characters into the decimal system.  
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Fig. 3. Example of UFID Codes for a street tree 

4   Development of the Ubiquitous-Based Management System of 
Street Trees 

4.1   RFID Insertion and Data Input  

This step is to insert the RFID into each one of the street trees and to input data into 
the RFID. The order of the process is chosen from the two types: first, inserting the 
RFID already containing data into street trees and second, inputting data after 
inserting the RFID into street trees. 

The RFID uses 125KHz, 13.56MHz and 900MHz according to the recognized 
distance and in this study, 125KHz  was selected[5]. In the case of 125KHz, the 
distance that the RFID could recognize is short but the size of the RFID's is small [6], 
which makes it possible to directly insert the RFID into very small holes in street 
trees, so that pedestrians cannot recognize it. The RFID is put on the existing stainless 
steel labels for easy recognition, considering the growth of trees.  

4.2   System Integration 

The integration of the up-to-date management system of street trees developed from 
the study that is shown in Fig. 4. The system is comprised of a recognition system that 
recognizes each street tree by using the RFID, a PDA mounted with a RFID reader 
that manages lots of information of street trees on-site, wireless telecommunication 
that transmits the information collected on-site and a web server for the inquiry and 
search of a variety of information on street trees.  

For the management of street trees, first, each ID of street trees is recognized on-
site by using a wireless recognition technology. At this time, cars responsible for 
controlling street trees use GPS and GIS and express the locations of workers and 
street trees on the electronic map of the PDA. The information of the locations, kinds 
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Fig. 4. The system integration (Hardware) 

 

Fig. 5. The software architecture  

and harmful insect attacks of each street tree is transmitted to the web server through 
the wireless telecommunication network and then those who manage the trees can 
search and manage on-line in their offices.  

The management of street trees requires the information of the environment, the 
trees, management and codes through the on-site management system and web 
information system in general. Fig. 5 shows software architecture of the system. The 
existing management system could only separately recognized street trees of the 
initial state but the system proposed in this study makes possible a real-time 
management of street trees information on-site, as well as car control, information 
sharing and a three-dimensional model.  
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4.3   On-Site Management System of Street Trees  

This system recognizes each tree and manages its information by using a PDA and 
RFID reader. Amended or updated information on street trees is transmitted through 
wireless telecommunication. This on-site system provides many functions for workers 
to perform recognition of street trees, information management, and information 
transmission on-site.  (Fig.6). 

 

Fig. 6. On-site management system of street trees (PDA) 

      
(a) Recognition of street trees     (b) Information of street trees  

Fig. 7. On-site management system of street trees (PDA) 

(a) of Fig. 7 indicates separate trees chosen by a user in the two-dimensional map 
(b) shows the information about the chosen street trees.  

Each tree could be directly selected by users on the map but could be instead 
automatically recognized through a RFID reader around RFID-mounted street trees 
and the information of street trees and management history could also be identified 
and amended.  

The information has 25 items regarding management code, street code, group code, 
tree code, West and East, North and South, planting date, attachment date, status of 
trees, administration name, tree height, crown, DBH, measurement date, supporter, 
supporting type, supporting qualities, safe shell, frame type, frame qualities, plate 
type, plate colors, stain net, tree label and lower vegetation[7]. When selecting 'Move' 
at the tree information, the relevant map of street trees is extended. The management 
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history indicates items that do necessary treatment for street tree management. If 
information of trees on-site changes, the changed information is transmitted to a 
control center through wireless telecommunication.   

4.4   Web Information System  

The Web Information System largely consists of the second and third-dimensions. 
Each street tree on the web information system could be selected by users or searched 
by a Search Window. Searching and amending street tree information has four types 
of street name, trees, planting date and administrative districts.  

 

Fig. 8. Web-based road tree GIS system  

Fig. 8 shows the search results and details of street trees selected through the name 
of 'Gaehwa-dong gil'. The three-dimensional web information system shows each 
street as a three-dimensional model of street trees so that planted trees could be 
identified at offices without directly visiting on-site. Those who process civil appeals 
could easily identify on-site information through the street tree management number 
through viewing the three-dimensional screen and managers also could treat them 
conveniently.  

5   Conclusion  

In this study, as an example of managing city facilities by applying ubiquitous and 
GIS technologies, a U-management system of street trees is developed. For this, 
RFID, wireless telecommunication and GIS technologies are introduced and a UFID 
suited to the new address system of Korea is designed. Further, to improve the 
existing management system of dual on-site and indoor works, GPS, CDMA and Web 
Information Systems are built up and finally, a three-dimensional GIS system is 
developed. 

The purpose of this study lies in suggesting a case that the application of RFID, 
UFID and GIS could make an effective management of city facilities possible under a 
u-city environment in terms of the technical side of the issue[8]. It is expected that 
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such performance will be comprehensively applied to the management of city 
facilities like streetlights, manholes, transportation facilities, and others.  

In the near future, it will be necessary to study comprehensively the connection of 
the various city-composing elements of the UIS, GIS-based city management system 
and RFID technology. Particularly, studies of how to connect them with the highly 
advanced technologies like SoC(System on Chips) and USN(Ubiquitous Sensor 
Network) are required as well.  
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Abstract. This paper provides an overview of work undertaken over the past 
two years to develop Artificial Neural Network (ANN) techniques to improve 
the accuracy and reliability of road selection during map-matching (MM) 
computation. MM positions provided by low-cost GPS receivers have great 
potential when integrated with hand-held or in-vehicle Geographical 
Information System (GIS) applications, especially those used for tracking and 
navigation, on path and road networks. The applied modular neural network 
(MNN) approach is using a suitable road shape indicator to incorporate 
different road shapes for local ANN training. MNN test results indicate good 
potential for the method to provide a significant improvement in MM and 
positional accuracy over traditional methods.  Further results and conclusions of 
this on-going research will be published in due course.  

Keywords: GIS, GPS, Artificial Neural Networks, Map Matching, Location 
Based Services. 

1   Introduction 

Accurate and reliable position determination is a vital component of information 
systems that are location dependent.  These types of systems include in-car vehicle 
navigation systems, mobile phones or personal digital assistants performing location 
based services (LBS) and many others.  Various methods are used to provide a 
position, many dependent on the use of the Global Positioning System (GPS) [1]. 
Currently, GPS, developed and maintained by the U.S. Department of Defense, is the 
only fully operational Global Navigation Satellite System (GNSS) available. Such 
systems utilise a number of satellites placed in earth orbits for terrestrial point 
positioning. GPS currently consists of 29 operational satellites, where at least four 
satellites have to be in view for simultaneous observation to obtain a three-
dimensional receiver position using computed distances (ranges) between satellites 
and receiver. The fourth satellite is needed as there is a time difference to be 
considered between the satellites’ clocks and the clock of the GPS receiver. GPS 
positioning errors occur from the cumulative effects of error due to the receiver, 
satellites and atmosphere, and may also be due to US military intentional accuracy 
limitation. With the autonomous European Navigation Satellite System “Galileo” 
expected in 2010, an opportunity of a joint system “GPS+Galileo” with more than 50 
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satellites will provide many advantages for civil users in terms of availability, 
reliability and accuracy. The number of GNSS satellites will further increase when the 
Russian GLONASS system is upgraded (ongoing).  According to the U.S. 
government’s 2001 Federal Radionavigation Plan [2], low cost GPS provides an 
average positioning accuracy of 13 meters horizontally and 22 meters vertically, 95 
percent of the time. A relatively recent report about the current capacity of civil GPS 
shows that the accuracy of a stand-alone GPS receiver such as a simple hand-held 
device might often be as good as 5 to 7 meters horizontally and 8 to 9 meters 
vertically [3]. In order to improve the accuracy of positions provided by GPS 
additional correction information may be used, such as Differential GPS (DGPS), or 
other sensors to enhance position reliability, such as a digital compass, gyroscope etc. 
DGPS is based on the concept that the errors in GPS position computation at one 
location are similar to those for all locations within a given (local) area.  Errors 
affecting the measurement of satellite range at a known location can be used as a 
correction to completely eliminated or at least significantly reduce error at an 
unknown location in the same local area. 

A great many of applications of these location dependent systems are in use on 
roads and footpaths, e.g. intelligent transport systems (ITS) inside vehicles, personal 
navigation systems or LBS, often using hand-held GPS incorporated in a Personal 
Digital Assistant (PDA) or mobile phone. Generally travel on road or footpath, i.e. on 
a transport network (TN), may provide computer algorithms with digital information 
that can be used to correlate the computed system location with a digital map TN. 
This is known as map matching (MM) [4]. MM techniques vary from those using 
simple point data, integrated with optical gyro and velocity sensors [5] [6], to those 
using more complex mathematical techniques such as Kalman Filters [7] [8]. Existing 
literature revealed that a key function of any MM algorithm is to identify the correct 
road segment among the candidate road segments, since one incorrect match can lead 
to a sequence of incorrect matches. Particular attention has to be paid to topological 
aspects of the road network as well as matching processes at intersections (since most 
route changes occur there) and algorithm validation in complex route structure 
environments such as in built-up urban areas. Research into GPS/Odometer 
Integration using MM for a Local Transport Bus Company showed that GPS alone 
will often not meet requirements of reliability and positional accuracy, especially in 
urban areas, due to satellite masking by buildings and severe GPS signal multipath 
[9]. A specific MM algorithm using low cost stand-alone GPS has been developed to 
augment point position computation. This method, called Map Matched GPS 
(MMGPS), uses geometric information derived from large scale digital mapping, and 
digital terrain models (DTM) for height aiding [10] [11]. MMGPS tracks a vehicle 
along all potential road segments, which match its travel trajectory, defined by a time 
series of GPS derived coordinate positions.  In most cases, road segments are quickly 
filtered from the set of potential segments, until the correct road segment is identified.  
Other research to improve MMGPS includes an investigation of interpolation 
methods and accuracy of height data, which is described in Li et al. [12], and 
investigations using map intelligence and network analysis [13].  

Research into the use of Artificial Neural Networks (ANNs) for road selection was 
successfully initiated by Winter [14]. The results of this research showed that MM 
can be effectively augmented with the aid of ANNs [15]. The initially created ANN 
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indicated great potential for improving position accuracy for situations with a reduced 
number of satellites in view and poor satellite-receiver geometry, e.g. urban canyons, 
woodland areas or rugged terrain. ANNs are able to select the correct road using 
numerical inputs derived from the GPS receiver trajectory and the geometry of road 
centreline network.  

Why use ANNs for augmentation of map-matched GPS positioning? A lot of 
research is on-going using Inertial Navigation Systems (INS), such as gyrocompass, 
odometer or flux gate compass, to improve GPS positioning reliability, since GPS 
satellites can easily be obstructed by high buildings, especially in cities, as well as by 
vegetation and terrain in rural areas. Disadvantages of INS are expense, reliance on 
other instruments or external correction and system complexity. Furthermore, with 
INS there is usually an accumulating drift error emerging over time.  In comparison, 
ANNs once trained provide a high performance in the application phase for real-time 
applications [16]. Although, costs occur when high volumes of sample data have to be 
observed for ANN training.  The inherent unreliability existing in these types of 
system, both ANN and INS based, typically occurs in situations where vehicles are 
moving from one road to another and the route is complex (multiple road junction), 
for example at a roundabouts, where the path scenario is changing.  This problem is 
addressed with the use of a modular neural network (MNN) technique using a suitable 
road shape indicator to incorporate different ANNs for different road shapes for local 
expert (ANN) training. 

2   Road Shape Indicators 

This research deals with designing and developing a MNN technique that 
autonomously chooses the appropriate expert (ANN) from a number of locally trained 
ANNs, based on road shape, e.g. 90 degree bend, straight road. The intention was to 
create one local expert for various transport network (TN) road shapes, since initial 
work showed difficulties to optimize for different such road shapes in one ANN [15].  

In order to correctly map-match the GPS positions, a decision about the correct 
road can be difficult, especially in any TN scenario, where: 

 several roads meet or cross each other 
 a car or moving person is going from one road to another 
 two roads are in close proximity of each other and are parallel, or almost 

in parallel. 

The different TN situations can change rather quickly, which makes it difficult to 
differentiate between the TN categories in order to choose the correct local ANN 
for road selection. This was a key challenge in this research.  Which parameter will 
provide the best differentiation of varying TN road geometry? Considered 
mathematical measures that indicate TN segment curvature or profile were 
parameters derived from mathematical computations that are dependent on TN 
geometry, such as a fractal value of a line (digital TN segment).  One such 
parameter is a dilution of precision (DOP), which is a measure derived from the 
least squares estimation (LSE) mathematical technique.  The Correction Dilution of 
Precision (CDOP) is a DOP of a sequence of GPS position error vectors, derived 
during MMGPS map matching computation.  
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The Correction Dilution of Precision, now protected by a UK patent [17], has 
proven to be a very good parameter for indicating road geometry.  CDOP is calculated 
using a sequence of GPS positions and road geometry.  However, CDOP is a function 
of road geometry only [10], which can be computed using a mathematical formula 
with dependant variables of road centreline direction cosines and the number of 
coordinate positions used in the calculation. 

( ) 2
1

2222
1

cossincossinCDOP
−− −= φφφφn  

Where n is the number of coordinate positions used and Ø is the road segment 
bearing. As part of this research, CDOP was obtained using two techniques; Ordnance 
Survey road centreline coordinates using the theoretical formula above, and as a by 
product of the least squares GPS error vector estimation while map matching GPS 
point positions.  Table 1, adapted from Blewitt et al. [10], displays CDOP for known 
values of Ø. 

Table 1. Theoretical CDOP 

Road Geometry Correction Dilution of Precision, CDOP 

Instant bend, angle α 2 sin nα  

Instant bend, 90º 2 n  

Instant bend, 45º 2.8 n  

Instant bend, 20º 5.8 n  

Instant bend, 10º 11.5 n  

Smoothest curve, α ( )2 22 1 sin nα α−  

Smoothest curve, 90º 2.6 n  

Smoothest curve, 45º 4.6 n  

Smoothest curve, 20º 10.0 n  

Smoothest curve, 10º 19.9 n  

Based on the CDOP definition, the GPS error ceases to be a dominant error source 
when CDOP ≤ 1. This can be achieved by using only four GPS epochs when a vehicle 
drives along a right-angled bend. As more measurements are introduced, CDOP 
approaches 0, which implies that positioning is as good as using a perfect DGPS system. 

Extensive tests were performed using CDOP as a new technique for categorising 
TN geometry within the research of improving map-matching.  GPS observations 
were taken in a moving car on roads with different geometry, such as straight roads, 
smooth curves and instant turns. An example of the change in computed CDOP 
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Fig. 1. CDOP during a typical 180º turn 

values, when a vehicle trajectory describes a 180 degree turn, is shown in Fig. 1. The 
computation of CDOP can vary depending on the number of previous positions used 
in the LSE. Hence, CDOP values calculated with 5, 6, 7, 8, 10 and 20 previous 
positions (maxpos) were analysed. From Fig. 1, it can be noted that the more previous 
positions used in the computation and the higher the degree of turn (TN geometry), 
the lower the resulting CDOP value. 

Comparing the computed values with the theoretical CDOP (see Table 1), the 
following conclusions can be drawn: 

 The higher the degree of turn (road geometry), the more CDOP approaches 
its theoretical value. 

 The more previous positions (maxpos) are used in the computation, the 
closer CDOP approaches its theoretical value.  

 The fewer previous positions are used in the computation, the more quickly 
CDOP will indicate a change in road geometry.  

 These conclusions lead to the approach of calculating CDOP using two 
different numbers of previous GPS positions, one in order to get an indicator 
as close as possible to the theoretical CDOP value, and another which detects 
a road geometry type as quickly as possible. 

Table 2. Road Shape Ranges vs. CDOP Value Ranges 

Empirical found CDOP values ranges Theoretical CDOP value ranges Road shapes 
ranges Maxpos10 Maxpos5 Maxpos10 Maxpos5 

180º - 70º 0.6 – 1 1 – 2 0.63 - 0.99 0.89 - 1.39 

70º - 30º 1 – 2 2 – 4 0.99 - 2.13 1.39 - 3.01 

30º - 10º 2 – 6 4 – 10 2.13 - 6.29 3.01 - 8.89 

< 10º > 6 > 10 > 6.29 > 8.89 

Statistical analysis of numerous datasets identifies the following two CDOP 
conditions, which were considered in the proposed MNN approach when choosing a 
specific ANN for a particular road geometry type: 
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1. Using five previous vehicle positions (maxpos = 5) in the LSE is the best 
way to indicate the start and end of each road geometry type, Fig. 1. 

2. Using ten previous vehicle positions (maxpos = 10) produces computed 
CDOP values, which more closely approach theoretical CDOP values, Fig. 1. 
This value of maxpos creates the least number of outliers in any road 
geometry type. 

Table 2 shows that the empirically found CDOP value ranges reasonably match the 
theoretical CDOP values. Based on these CDOP value ranges together with visual 
inspection of many vehicle trajectories (GPS positions) as well as experiments on 
ANN training for different road geometry, four road shape categories were defined 
(see Table 2).  These categories were used for the proposed modular neural network 
approach. 

3   Proposed Modular Neural Network Technique 

Artificial Neural Networks (ANNs) are information-processing devices composed of 
highly interconnected processing elements, which can learn by example to perform a 
generalisation. If it is known in advance that a set of training cases may be naturally 
divided into subsets that correspond to distinct subtasks, interference can be reduced 
by using a system composed of several different “expert” networks (ANNs) plus an 
indicator that decides which of the experts should be used for each training case. This 
is known as modular neural network (MNN) approach and is shown in Fig. 2. The 
input space can automatically be partitioned into regions so that each local expert 
takes responsibility for a different region. The proposed MNN technique is using 
CDOP as a road shape indicator to modularize ANN input into four road shape 
categories based on CDOP value ranges (see Table 2).  

 

Fig. 2. Modular Neural Network Approach 
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The implementation of a MNN required the collection of a large number of GPS data 
for training and testing purposes. The data should cover all the different cases that the 
network may encounter in the application phase, i.e. road geometry types. The GPS 
data, used for ANN training and testing, consisted of about 9000 epochs (one second 
interval GPS positions) of all types of expected geometry in all possible road shape 
scenarios, such as sharp turns, smooth curves, straight roads, roundabouts, slip roads, 
parallel roads and junctions.  These single frequency C/A code GPS positions have 
positional accuracies typically between 5m and 15m.  Therefore, in complex vehicle 
route scenarios, such as roundabouts, compound road junctions and multiple slip roads, 
identifying the correct road on which a vehicle is traveling is not usually a trivial task. 

 

Fig. 3. Mathematical Relationships 

The input parameters for ANN training were directly chosen from the computed 
relationship of the digital road geometry of road centrelines and the GPS receiver 
trajectory using MMGPS with an adjusted road reduction filter that did not eliminate 
any potential roads, except those that were clearly incorrect. This allowed the ANN to 
select the correct road, and not MMGPS. The mathematical relationships are 
demonstrated in Fig. 3, where for example, the bearing error is the difference between 
the RAW bearing, derived from the last (RAW1) to the current position (RAW2), and 
the bearing on the road centreline. These relationships (for bearing error, distance 
error, acceleration error and RMS) provide a direct correlation between the input 
parameters and the decision on the correct road (ANN output). Other input 
parameters, such as the GPS second, the road ID and the number of satellites, were 
identified empirically in experiments showing a positive effect on the ANN results. The 
local experts were trained as supervised networks, requiring input and corresponding 
output samples. With the input signal of the training data and the output decision, the 
ANN can be trained to create its own internal representation of relationship between 
input and output (decision rules). The decision on the correct road (expected ANN 
output) as well as the splitting of GPS data into different road shapes ranges was 
realised in an automated process. With the help of Visual Basic for Applications (VBA) 
different steps of automation were built into Excel spreadsheet macros. 
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4   Supervised Artificial Neural Network Training 

An artificial neural network (ANN) has to be trained to process the input data in the 
required way. Supervised training is an iterative process and operates by adjusting the 
network weights in small steps so that network behaviour converges on the desired 
output (minimising the error between the desired and the computed unit values). 
Complex problems may require hundreds of thousands of training cycles. [18] ANN 
training and testing was performed using NeuralWorks Professional II/Plus by 
NeuralWare, providing a sophisticated environment with appropriate ANN 
simulations for this application.  

Although not the focus of this research, a variety of different experiments on 
finding the best possible way of training the ANNs, with the given input data, were 
carried out before final ANN training and testing:  

 Determining empirically how many hidden layer and nodes are necessary 
 Testing the use of a radial basis function network (RBFN) in comparison to a 

back propagation network 
 Experimenting with different input parameters 
 Additional experiments on finding the appropriate number of local ANNs 
 Training good data (without ANN output errors) and bad data (with ANN 

output errors) separately 
 Experimenting with input parameters and CDOP processed in MMGPS with 

different numbers of previous positions (maxpos5, maxpos10) in the GPS 
trajectory. 

 Determining how many input samples are optimal for local ANN training 

Eventually, the back propagation network was chosen for local ANN training, as it 
is known as the most common supervised network [19], and RBFN did not prove to 
be a better network structure in this application. Back Propagation is a traditional 
supervised training algorithm using gradient descent for error minimisation [20]. For 
ANN activation, a sigmoid function was used, since it is the one that has been used 
most often successfully in Multi-Layer-Perceptrons [21], and a non-linear relationship 
between input and output exists. The Extended Delta-Bar-Delta learning rule [22] was 
the applied learning method, in which the problem of local minima, typical for a 
gradient descent algorithm such as back propagation, is tackled. A number of seven 
input parameters was finally chosen for ANN training (bearing error, distance error, 
acceleration error, RMS, GPS second, road ID and number of satellites). The network 
topology consists of one hidden layer with 15 hidden nodes, which complies with 
Kolmogorov’ theorem [23]. The input space was normalised to the network range of 
[0, 1], which helps when using ANN parameters with different value ranges. The 
output network range was decided to be [0, 1], since the expected ANN output was 
prepared to be 0 for the incorrect road or 1 for the correct road. With the aid of 
NeuralWorks’ SaveBest option overtraining was avoided, applying 2/3 of the training 
data for training and 1/3 for simultaneous testing. In a separate testing phase, the 
trained ANNs were tested on unseen test data. A summary of all ANN specifications 
for final ANN training is listed in Table 3. Four local experts were trained, that is, one 
ANN for each road shape range (see Table 2). The training data were automatically 
split into road shape ranges using CDOP as road shape indicator calculated with 10 
previous positions (maxpos = 10) in the LSE of error vector (in MMGPS). 
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Table 3. Final ANN specifications 

ANN specifications 

Network model Back propagation network 

Activation function Sigmoid function 

Learning rule Extended Delta-Bar-Delta 

Number of Inputs, n 7 

Number of Hidden Layers 1 

Number of Hidden Nodes, 2n+1 15 

Number of Outputs 1 

Input Network Range [0,1] 

Output Network Range [0,1] 

Initial Weights Random 

Termination Criteria (used in SaveBest) RMS error of output layer 

Performance Measure ANN output errors in GPS epochs 

The ANN training results are shown in Table 4.  It can be seen that the number of 
training data with sharp turns and smooth curves (about 350 GPS epochs) is much 
smaller than the number of training data with almost straight and straight roads 
(between 600 and 900 GPS epochs), a typical distribution of geometry type along a 
road network.  This distribution leads to a lower training time for ANNs trained with 
sharp turns and smooth curves and a better training performance with less ANN errors 
in the training data than the ANNs trained for almost straight and straight roads.  
Another reason for the latter is that map matching (MM) algorithms in general, are 
known to perform better for turns and curves, due to the difficulty of differentiating 
parameters for straight roads.  Hence, the ANN input parameters produced in 
MMGPS are clearer for turns and curves. 

Table 4. ANN Training Results 

ANN Type Epochs ANN Errors Errors 
All epochs 

Sharp turns (180º-70º) 351 48 14% 

Smooth curves (70º- 30º) 331 38 12% 

Almost  straight roads (30º- 10º) 606 114 19% 

Straight roads (< 10º) 890 212 24% 

All road shapes 2176 404 19% 
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Table 4 displays the results of the ANN training for the different local experts, 
defined by road shape (ANN Type). The total number of epochs (Epochs) is the 
number of times a GPS position was recorded. ANN errors are the number of epochs 
when a particular ANN did not select the correct road segment.  The final column 
displays these errors as a percentage of epochs when the correct road was not 
selected. The last row of Table 4 displays the results for an all-in-one ANN (All road 
shapes), trained for all 2176 epochs, regardless of road shape. 

The results of the training (Table 4) indicate immediately that basic ANN 
techniques are of potential benefit for road identification, when low cost GPS 
positioning is used to track a vehicle.  However, the final ANN performance cannot 
be concluded from the results of ANN training. It requires an independent testing 
phase using unseen data. 

5   Local ANN Performances 

The trained ANNs were tested against new test data. This data is previously unseen by 
the ANNs, but the expected outcome (correct response) is known for each epoch. This 
testing phase is a way of determining how well the ANN learned the relationship 
between input and output and can perform generalisation [24]. In this testing the 
network weights are fixed and not further updated. To find out how often an ANN is 
giving the correct response, the ANN output values are compared with the expected 
output values. Ideally the network should produce the same output as the expected 
output, which is 1 for a correct road centreline and 0 for an incorrect road. But ANNs 
rarely give the exact result, which is desired [24]. In this application, the ANNs are 
presenting their outputs in the range of [0, 1]. Hence, the largest ANN output value in 
each epoch (GPS second) should point at the input sample for the correct road 
centreline (with the expected output = 1). The quality measure for the ANN 
performance is the number of ANN errors, which is the number of times (epochs) 
when the ANN was not able to select the correct road. This number of errors for the 
different single ANNs is shown in Table 5, together with the number of epochs and 
percentage errors when there is more than one road in the input data at a particular 
epoch. It should be noted that the percentage of epochs with more than one road 
(Epochs Roads>1), which is displayed in brackets for all ANN types, is a general 
indicator of the complexity of the road network with that road shape. The results 
presented in Table 5 display success rates for selecting the correct road ranging from 
92% for well defined road geometry (sharp turns), to 86% for smooth curves.  These 
small differences in performance of the local ANNs can most probably be attributed 
to natural variability in the relationship between the true car trajectory and the 
digitally recorded road centreline data used. These results in Table 5 would seem to 
indicate that a modular neural network (MNN) consisting of two local ANNs would 
provide the best results; one ANN for sharp turns and another for all other road 
geometry. For comparison purposes the all-in-one ANN for all road shapes was also 
tested and the results are shown in the last row in Table 5. Its performance is only 
slightly inferior to the local ANNs. 
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Table 5. ANN Test Results 

ANN Type All 
Epochs 

Epochs 
Roads > 1 

ANN 
Errors 

Errors 
Roads > 1 

Errors 
All epochs 

Sharp turns (180º - 70º) 385 206 (54%) 29 14% 8% 

Smooth curves (70º - 30º) 664 333 (50%) 94 28% 14% 

Almost straight roads (30º - 
10º) 2027 696 (34%) 192 28% 10% 

Straight roads (< 10º) 3511 
1281 

(37%) 
428 33% 12% 

All road shapes 6587 
2516 

(38%) 
772 31% 12% 

Combining the results from the local ANNs provides an idea of how well the 
proposed MNN method is behaving in all road shapes. As can be seen in Table 6, the 
percentage of ANN errors for all road shapes is 30%. That is, for about two thirds of 
GPS epochs when a decision on the correct road was necessary the proposed MNN 
generated the correct output. The overall performance indicates an error of only 11% 
considering all epochs, which is a success rate of 89% for the correct road found.  

By way of comparison the same 6587 epochs were processed using the original 
map matching software, MMGPS.  MMGPS failed to select the correct road in 20% 
of all epochs, either selecting the wrong road, or not filtering out sufficient roads.  
Therefore, the MNN solution provides a 50% improvement over MMGPS.  That is, 
MMGPS fails to identify the correct road twice as many times as the MNN approach.  
This ANN result will provide a significant augmentation for this map matching 
algorithm (MMGPS). 

Table 6. MNN Results 

Combined test results for all road shapes 

All Epochs 6587 

Epochs Roads > 1 2516 

ANN errors 743 

Errors  Roads > 1 30% 

Errors  All epochs 11% 

6   Current and Future Work 

To be able to evaluate the quality of the proposed system, a comparison to available 
existing systems with the same function, i.e. identifying the correct road on which a 
vehicle is travelling, is part of current work. The three following systems were chosen 
to assess the performance of the proposed MNN approach: 
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1. The test-bed application MMGPS, which is using a map-matching algorithm 
with the original RRF parameter thresholds to find the correct road. 

2. A single ANN created for all road shapes to select the correct road based on 
initial investigations.  

3. A MNN using a gating network available as simulation in NeuralWorks.  

Initial results of the comparison to MMGPS (1) and the single ANN for all road 
shapes (2) were given in previous section. The final results of this comparison phase 
and the analysis of the results will be presented in due course. For comparison 
purposes, a similar complex ANN software called NeuroSolutions by 
NeuroDimention will also be tested in future research. Additionally, the intention is to 
experiment with more modern techniques such as Support Vector Machines [25] for 
the purpose of GPS positioning augmentation. The proposed MNN technique is aimed 
to be implemented in MMGPS to improve its map-matching algorithm. It could 
potentially be applied in situations, where MMGPS unable to filter out sufficient 
roads in order to identify the correct road. 

7   Conclusions 

Research has been focused on designing and developing a Modular Neural Network 
(MNN) technique for road selection, which autonomously chooses the appropriate 
Artificial Neural Network (ANN) from a number of locally trained ANNs based on 
suitable indicators. The indicator used in this research is the Correction Dilution of 
Precision (CDOP). This is a new technique for differentiating Transport Network 
(TN) geometry within the research of improving map-matching. Extensive tests on 
CDOP were performed to empirically find four appropriate road shape ranges based 
on CDOP values ranges. About 9000 GPS positions of a moving vehicle were 
observed and prepared for ANN training and testing. The GPS data were processed in 
a map matching application for GPS positioning (MMGPS) to provide the seven 
chosen ANN input parameters – GPS second, road ID, number of satellites, distance 
error, bearing error, acceleration error and RMS (residuals from LSE of GPS error 
vector) – as well as the road shape indicator CDOP for every potential road segment. 
The choice of input parameters was mathematically and empirically justified. An 
automated process was deployed to make a decision on the correct road for every 
GPS epoch. For the proposed MNN approach, the observed GPS positions were 
automatically split into road shape categories using CDOP.  

Relatively basic supervised ANN training methods, such the method of back-
propagation of error, were successfully applied for local ANN training, while being 
aware of the availability of more sophisticated and up-to-date learning methods. The 
locally trained ANNs for each road shape category were tested with success rates of 
approximately 92% to 89% based on the number of epochs with more than one road 
available. The ANN for sharp turns performed well and gave best results (92% 
success rate). The performance of the proposed MNN was derived from a 
combination of the test results of the locally trained ANNs. For about two third of 
GPS epochs when a decision on the correct road was necessary the proposed MNN 
generated the correct output, which is twice as good as the road reduction filter in 
MMGPS, over the exact same epochs. 
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Abstract. This paper explores the effectiveness of different representational 
options in providing navigational cues to visitors to a site, in this case the City 
Campus of the University of Auckland. The research involved integrating the 
theory of wayfinding and spatial search behaviour with that of cartography and 
spatial visualisation, so as to identify appropriate approaches to designing and 
implementing an interactive system. Prototype navigation systems of different 
representations are produced for obtaining wayfinding performance data from 
participants. Ferom the results, advantages and disadvantages of the different 
systems are identified.  

Keywords: Wayfinding, Exploratory cartography and interfaces, Mobile GIS. 

1   Introduction 

Wayfinding is one of the fundamental processes which human-beings perform in 
order to get to places, accomplish tasks or to gain knowledge in general. Wayfinding 
involves social interactions between wayfinders and informants. Traditionally, 
communication of route information was restricted, mainly via the medium of maps, 
textual descriptions and verbal descriptions.  

The forms of communication have changed tremendously with the advent of new 
digital technologies. Communication of spatial information is no longer restricted to 
its mundane forms after the birth of portable Geographical Information Systems, 
which redefine the way geographical information can be communicated. Face to face 
verbal communication about experiences with certain spatial areas can now be 
augmented or replaced with intelligent interfaces that assist wayfinders to find the 
information they are after. In this study, we will examine different methods of 
representing wayfinding instructions by using current technologies, and evaluate their 
difference in performance within a case study for the University of Auckland City 
Campus environment. 

The first objective of this research is the development of different wayfinding 
representational systems used for experimental deployment. The second objective is 
to evaluate the advantages and disadvantages of the systems produced from the 
previous phase, by conducting an examination of participants’ travel through pre-
planned routes within the campus area. 
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2   Definition of Wayfinding 

Many people confuse wayfinding with route-finding. Some even consider them to be 
the same. However, wayfinding and route-finding are two different processes, both of 
which are required for the purpose of navigation. To clarify the difference, the 
purpose of wayfinding is to traverse the optimal route by using different cues, while 
route-finding involves devising optimal routes by evaluating different weighting 
factors such as distance, gradient etc.  

A simple definition of wayfinding is the cognition of spatial information and 
decisions (not the movement) a person needs to perform to get from one place to the 
other. The term wayfinding was coined by Lynch [1] in 1960, it has been picked up 
and modified by researchers from various disciplines [2, 3]. Wayfinding was defined 
by Golledge [4] as: 

‘... the process of determining and following a path or route between an origin and 
a destination. It is a purposive, directed, and motivated activity. It may be observed as 
a trace of sensorimotor actions through an environment. The trace is called the route. 
The route results from implementing travel plan, which is an a priori activity that 
defines the sequence of segments and turn angles that comprise the path to be 
followed. The travel plan encapsulates the chosen strategy for path selection.’ 

Golledge had reinforced in his definition that wayfinding is not a task of finding an 
optimum route, but to travel the route by following the instructions (called travel plan 
in the definition). This definition is essentially the core part of wayfinding which all 
disciplines agree upon.  

3   Knowledge in the World / Knowledge in the Head 

Perception of reality inside a wayfinder’s mind differs from person to person, and also 
from ‘real’ reality. Norman [5] classified perceptions and absolute reality into two 
divisions, where ‘real’ reality is ‘Knowledge in the World’ (KITW) and individual 
perception of reality is classified as ‘Knowledge in the Head’ (KITH). Most 
researchers explore the realm of what Norman calls as ‘Knowledge in the Head’ in 
the formation of cognitive maps or production of travel plans, in general deals with 
cognitive representation of spatial features in wayfinders’ minds. 

Norman did not examine the respective linkages between KITW and KITH. But 
KITW and the interface are in fact an integral part of the wayfinding process. It is 
especially important to look at this interface because it involves the cognitive process 
of transforming KITW into KITH. If this interface is well established (like in the 
travel guidebooks that include landmark locations, descriptions, etc.), where KITW 
can be transformed easily into understandable language of KITH, then the wayfinding 
process is most likely to succeed. 

Krafft mentioned in his research that: 

‘Environmental knowledge is that which is acquired about the real world 
environment through any number of processes. Direct interaction would be the most 
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obvious, but knowledge of the environment can be attained in many other ways. 
Media, in the form of written descriptions, pictures, drawings or other schematic 
representations, as well as verbal descriptions passed on by other individuals can also 
provide an adequate representation of the environment for purposes of spatial 
knowledge acquisition…’ [6] 

 
This definition demonstrates that the acquisition of spatial information is not 

monotonous, but could be done using different forms of media, or ‘interfaces’. 
Geospatial information provided by the interface is an abstracted and recompiled 
version of reality. Not only it could provide ‘real’ information supplied by the spatial 
feature described, but it could also include metadata which is not embedded into the 
feature, for example history of a building or what an architect wants to express via 
architectural design. With this characteristic, a wayfinder who extracts information 
from KITW using an effective interface has an advantage over a wayfinder who only 
interacts directly with KITW, because more potentially useful data is available for 
wayfinding. 

 

Fig. 1. How Knowledge in the World is related to Knowledge in the Head 

4   Examining Wayfinding Process 

As commented earlier, wayfinding performance must be differentiated from route 
traversing performance. Although route traversing time is a strong indicator of how 
effective a wayfinder travels, pure measurement of time however do not have the 
capability to accommodate different parameters that would affect performance of 
wayfinding. Measuring wayfinding performances, it is necessary to examine 
wayfinders’ decision making process for solving wayfinding problems [7]. It is 
accepted that wayfinders make most of the decisions while passing landmarks, 
standing on intersections, etc.  

For this purpose, a group of 30 participants were recruited on a voluntary basis, 15 
female participants and 15 male participants, aged ranges from 13 to 30. Some of the 
participants were non-native English speakers. Most of the participants held an 
academic degree and five of them majored in subjects related to map interpretation 
and reading (Geography, Engineering, etc.). More than half of the participants had 
experience in navigating the university campus area. 

The task given to the participants (hereby called “wayfinders”) was to traverse four 
designated routes within the University of Auckland campus by following the 
instructions given by different route representation systems running on a PDA. Each 
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of the sessions was recorded in video for the durations of the experiment. The video 
footage allowed capturing of wayfinders' verbal comments, gestures and any other 
actions performed by wayfinders. By isolating the traverse process from wayfinding 
process, it was also possible to verify the influence of the wayfinders’ physique on 
their overall performance. It must be noted that effects of physical differences on 
results still exist, such as eyesight or body height that might be advantageous to some 
wayfinders over the others. 

5   Selection of Study Area 

The City Campus of the University of Auckland was chosen since it satisfies all of the 
requirements needed to achieve a homogeneous environment with the right level of 
spatial configuration complexity. The study area is located in the centre of Auckland 
City, and there is no discrete boundary because the campus is assimilated with the 
surrounding urban area. This study will focus on wayfinding inside the nucleus area 
because all spatial features are within a reasonable walking distance and the spatial 
configuration of the area is sufficiently rich in spatial features as references for the 
purpose of this study. Also given the adequate amount of prominent spatial features 
within the campus area, wayfinders would be able to navigate by following the 
instructions with minimal problem. 

6   Selection of Representations 

There is a wide range of representations that one could choose from to provide 
wayfinding instructions. However, the idea was to implement systems that are not 
obscured or too different from what normal people could understand and learn in a 
short time. The candidates chosen were interactive map, virtual environment, 
annotated images, textual instructions, verbal instructions, recorded video and 
navigation arrows powered by GPS. And from this list, three final representation 
methods were chosen based on the familiarity by people, difficulty of implementation 
and their relevance for providing wayfinding instructions on the fly during the 
wayfinding process. The three dimensional virtual environment was declined at an 
early stage because of the difficulties involved in developing applications that would 
run on a PDA. Textual instructions, although highly informative, requires some time 
to interpret, and would not be suitable to provide instructions on the fly. Recorded 
video, due to the limited quality of video obtainable using current equipment, was 
discarded as well. As a result, interactive map, annotated images and verbal 
instructions were chosen for the familiarity and flexibility they can offer. 

The implementation of the representation systems in PDA environment required 
careful considerations. The verbal system is simple, because it only requires recording 
and playing of audio clips. For the other two methods, it is not as simple. 
Programming languages such as HTML, Flash + ActionScript, SVG + JavaScript and 
Processing (a derivation of Java) were considered. Despite the rough programming 
environment, lack of support and possible compatibility problems, SVG has been 
chosen over Flash due to the minimum budget of this study, and familiarity with 
ECMAScript used in SVG over ActionScript used in Flash. 
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7   Results and Discussions 

The routes used in the experiment were designed so participants would face different 
wayfinding obstacles. Route 1 and 3 are standard length routes which led participants 
into underpasses and into buildings, thus utilization of the third dimension is ensured. 
Route 2 and 4 are exteneded length routes which incorporates long straight route 
segments, and in some cases open spaces. Difference in wayfinding performance and 
the related obstacles are discusses in the following sections. 

Table 1. Average time participants spent at each waypoint performing wayfinding decisions 

Route 1 Route 2 Route 3 Route 4 
Map-based 

Group 
1.51s 1.57s 1.39 1.25s 

Image-based 
Group 

1.13s 1.78s 1.36s 1.66s 

Verbal-based 
Group 

1.38s 1.18 1.14s 1.66s 

7.1   Map-Based System 

Maps, in their various forms, are more established and accepted as a representational 
method compared to the other two methods used in the experiment. However, a legacy 
of traditional maps is the difficulty to represent real three-dimensional relationships in a 
map. With this respect, the main difficulty for wayfinders using the map system is the 
interpretation of three dimensional routes represented on a two dimensional map. As a 
result wayfinders often made wrong turns or complained about misrepresentation in the 
system. Features such as staircases and underpasses caused confusions before the 
wayfinders got used to the respective representations. Interestingly enough, wayfinders 
who made more mistakes were people who considered themselves to be familiar with 
the local environment. As suggested by Golledge [8], misinterpretation could be caused 
by the incorporation of own knowledge of the area with the instructions given by the 
map system, together coupled with the compromised representations; they were 
confused and made wrong decisions. 

Wayfinders eventually became familiar with the twisted representations of stairs. 
Despite the fact they managed to interpret the relationship of “twisted route == 
vertical motion”, their interpretation of such representation was not the same as the 
map maker perceived. Rather than treating the twisted route segments as a traversable 
path, wayfinders treated the segment as an embedded symbol of vertical movement, 
very much like other cartographic symbols which depict elevators or bus stops. 

Apart from the problem regarding the third dimension, there were also a few other 
interesting issues. Firstly, wayfinders had to spend time reading the map before they 
started travelling. During this ‘initialization process’, wayfinders had to align 
themselves (or the map) so they could keep their position and orientation in-line with 
the real environment. This process was necessary even for participants who were very 
familiar with the university campus area, because they still needed to relate the 
geometric properties represented on the map which they were not familiar with, to the 
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actual features in the familiar environment. However the initialization process only 
applied to the map users, and not to the users of other two systems.  

Secondly, some wayfinders tend to forget very easily where their position is on the 
map. This finding accords with earlier research on wayfinding [6]. Relations between 
the map and the real environment generated by the participants while interpreting the 
map, are not solid, and can easily be interrupted as soon as the wayfinders stop 
communicating with the representation system. Whenever the wayfinder wants to 
initialize the wayfinding process, he/she has to re-localize both in reality and in 
virtual space. This re-localization is needed no matter how familiar the wayfinder is 
with the environment. In many instances locating oneself on a map is a trial and error 
process. Even though a wayfinder might have a detailed knowledge of the 
surrounding area, most of the features he/she can see would be diluted because maps 
provides generalised information to achieve clarity of representation by removing 
redundant data. Because the map only offers an abstracted and iconised representation 
of the real world, it is highly possible that the wayfinders could not find the necessary 
features to orient themselves. 

Thirdly, most maps, apart from dynamically adjusting displays on location aware 
PDAs, are not oriented to the direction in which the wayfinder is facing. Any printed 
maps would include a north arrow. But without sound knowledge of the local space or 
a compass, the wayfinder might have little idea about their cardinal directions. 

Wayfinders using other systems could suffer from the same problem. However, 
image and verbal systems rely on symbolic descriptions rather than geometric ones 
used in maps, therefore participants do not need to interpret as much information as 
map users do. Consequently, the initialization processes using image or verbal system 
was not evident in this experiment. 

7.2   Image-Based System 

The capability of the image-based system was affected by the visual depth of images, 
which in turn was affected by various practical constraints, such as definition of the 
camera lens, quality of the image and size of the PDA screen. Long straight route 
segments were particularly vulnerable to visual depth because the next waypoints 
were hardly visible and thus wayfinders could not see clearly where the route segment 
leads to and where to stop. The problem of visual depth had prompted the participants 
to develop strategies to counter it. One was to zoom into the image and get a more 
detailed view. And at later stages of the experiment, wayfinders discovered that 
blindly following the arrow as instructed without seeing the destination clearly 
usually worked fine. As a result, wayfinders spent less time at judging the next 
waypoint without making more mistakes than before. 

A problem related to the ‘visible dimension’ of an image is the field of view. The 
problem aroused when wayfinders could not see the next waypoint on the current 
image because it locates was located outside the image. This problem did not cause 
much trouble for the participants in this study, but it shall be mentioned here to assist 
future work: Wayfinders were puzzled by arrows that only led them outside the 
current image, without a proper waypoint. Wayfinders were expected to follow the 
direction of the arrows and then forwarding into the next image. Instead, wayfinders 
preferred to know the location of the waypoint inside the current image, even if it was 
obstructed by foreground objects. As for the case for depth of view of images, it took 
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some time before they were convinced that it was safe to carry out the instructions 
without seeing where the waypoints were located. 

Apart from the quality of the images, continuity between images played a big role 
in creating a flow from waypoint to waypoint. In places where linkages between 
images were not well defined (e.g. the second image shows a scene completely 
different from the fist image), wayfinders had doubt whether they arrived at the 
correct location as depicted in the image. Problems also occurred when similar scenes 
taken at different locations were organized into consecutive sequence. This problem 
tended to happen in open space with lack of landmarks or when similar but different 
landmarks appeared on consecutive images. Since the general environment within the 
campus area is quite homogeneous, it was not surprising for wayfinders to 
misinterpret a building which bears a similar outlook as the one appeared on an 
image. An example from the experiment involved a set of identical looking bike 
racks. Two consecutive images were both showing a bike rack with a parked bike on 
the left hand side. Wayfinders who were not familiar with the area thought that the 
second image is a straight line continuation of the first, but in fact the view of the 
second image involved a third bike rack which is round the corner.  

Fig. 2. The difference between perception and reality 

Perhaps the most interesting finding from the image-based system experiment is 
that the shapes of the arrows used in the annotated images affected the participants’ 
judgement of distances and turns that they needed to perform. In previous studies of 
navigation by arrows, the arrows were either made as non variating in width and 
perspective [9, 10]. In our experiment all arrows were implemented to lead the user 
from their vantage point up to the next waypoint (or to the edge of an image), 
therefore an indication of both distance and angle was conveyed. In several instances, 
the perspective of the arrows were not correct in relation to the visual depth of the 
image, because such requirement was not predicted when the system was produced. 
From comments made by wayfinders, we learnt that many of them judged travelling 
distances by looking at how the arrows behaved (e.g. arrow became thinner as they 
were “further away” from the user) (Fig. 3a). In other words, participants had treated 
the form of the arrows as they are embedded with geometric properties. As mentioned  
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Fig. 3a. The arrow does not show the distance properly because its visual depth is different 
from the image 3b. This image was taken from a perspective different from the participants’ 
who supposed to come in through the doors. 

before, wayfinders had since given up judging distances from the arrows and travel 
with only directional information obtained from them, and results had shown that 
their wayfinding performance was not affected. 

Apart from the problem caused by the misaligned arrows, participants also 
commented that many of the images were taken from a perspective different from 
theirs. In order to match the perspective of view on the image, they needed to either 
move to where the image was taken, or to establish a relationship between their 
physical location and the location on the PDA display.  

7.3   Verbal-Based System 

The most controversial and different representation system in this experiment was the 
verbal based system. The most distinctive difference that affected wayfinding 
performance was the lack of visual representation. Without visual representation, 
wayfinders were not able to perform visual matching between the representation and 
reality, and it was expected that it would weaken the wayfinding performance. 
However, this prediction was proved to be incorrect, at least in this study. Our results 
had shown that the overall performance of the verbal system was significantly better 
than the other two. 

Despite the fact that verbal cues provided less spatial information for users, this 
actually became an advantage when used as a wayfinding aid instead of pure spatial 
information provider because of the lack of distractions. Also since there was no 
visual feedback from the system, therefore no visual matching with the environment 
is needed, or more precisely, visual matching was not required. The conceptualization 
of wayfinding tasks and spatial features was the same for all systems tested. But since 
the amount of spatial objects and their relationships in verbal system was restricted to 
what was directly related to the route, therefore the conceptualization process was 
greatly simplified compared to visual systems. Although they had nothing to look at, 
they did however ‘recite’ the instructions while travelling the route. By repeating the 
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instructions, not only they saved the time from replaying and listening to the 
instructions, but they also established linkages between the spatial features described in 
the instructions with the ones in the real environment. From the examination of video 
clips and written records, it has been found that wayfinders who recited the instructions 
seldom needed to listen to them again, while wayfinders who kept quiet had to replay 
the instructions every so often. Some instructions were replayed the most: 

1) Instructions that included more than three manoeuvres 
2) Instructions that included spatial features with a functional or ornamental 

name (e.g. Recreation Centre, Equal Opportunities Office, etc.) 
3) Instructions that referred to a feature without signifying its direction in 

relation to the wayfinders’ location 

Contrary to the map system verbal instructions performed well in interpreting three 
dimensional movements. The Dimensionless property of verbal instructions means 
the necessity to have a vantage point is not as important. Another factor that 
minimized the effect of dimensional problems was the use of symbolic-oriented 
instructions, as opposed to geometric oriented instructions. Geometric instructions 
had an advantage of being more accurate and detailed, but were cumbersome at times. 
Symbolic instructions were vague. Instead of describing each angle and distance the 
users had to travel, they were instructed to follow landmarks. Thus performing 
wayfinding task using symbolic verbal system was partly an exploration for the users 
because they had to find and identify landmarks. Symbolic instruction worked well in 
this study mainly because, as many wayfinders commented, the plentiful number of 
‘tips’ were given about landmarks in the campus area. In addition, most buildings 
were labeled anyway, and there was also a large number of sign posts that pointed at 
the direction of landmarks used in the route. 

However, the verbal system was not without problems. For example, at one 
waypoint, wayfinders were given a seemingly simple instruction: ‘Walk straight 
ahead and turn left at the first T-junction.’ Apparently the word ‘T-junction’ was not 
understood by many of the wayfinders. Surprisingly, none of the wayfinders 
wandered off track. They later commented that they managed to decipher the meaning 
of the word because from their position until the end of the walkway, there was only 
one type of feature which is ‘countable’, traversable and was directly related to the 
route. Nevertheless, wayfinders might not be able to decipher unfamiliar terms if the 
route sections are located in an area with more complex spatial configurations. The 
example shows that verbal instructions are not as universal as maps and images, and 
to interpret verbal instructions, wayfinders must first understand the specific language 
that the instructions use. If the language ability of the wayfinder is limited, there is a 
great chance that one could not understand the instructions. However, it does not 
signify that the wayfinder lacks interpretation or wayfinding skills. 

As mentioned before, verbal instructions omitted information, and efficiency of 
communication plummets if the spatial configurations lack landmarks for reference. 
Due to the limitation of human’s short term memory and the requirement to fit 
instructions into a reasonable time frame, the amount of information that could fit into 
a single instruction was very limited. Not only features that were not related to the 
route segment were removed from the instructions but, in many cases features which 
direct connection to the route were also removed because instructions would 
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otherwise become very clumsy. The results from the omission were mixed, and in 
many cases the effect of omission depended on how a person interpreted an 
instruction with omissions. This problem was evident when the instruction “Go up the 
stairs at on the left, and then walk in a straight line until Equal Opportunities Office.” 
was given. The confusion arose because wayfinders did not know where the Equal 
Opportunities Office is, not even people who reported to be very familiar with the 
area. The reasons being that the office is not a distinctive building and the usage of 
the current office had changed several times. For the image-based system, when 
wayfinders were confused from the instructions, they could still find the ‘place’ 
because the spatial configuration depicted in the image was not restricted to 
prominent landmarks. Other features, such as sign post and trees also contributed to 
the formation of the local spatial configuration known as a ‘place’. However, verbal 
system users were at a disadvantage because they did not have an interface which 
presents the local spatial configuration. In other words, if they could not find the 
office building itself, there was no way they could use other features to form the 
spatial relationships needed to find out which was the office building. 

Another information omission problem was with the instruction: “Walk towards to 
the stone wall then go through the stone wall”. Some wayfinders were confused about 
how the stone wall looks like and where the passage of the stone wall is located 
because they entered the waypoint at an angle different from originally anticipated. 
As a result they could not see the passage. Furthermore, without visual aids it was 
hard for the wayfinders to align to the ideal angle. Finally, the area around the stone 
wall could be considered as open space. The effectiveness of verbal instructions 
describing open space environments declines if a specific destination or task is not 
well defined due to the virtually infinite number of ways the wayfinders could enter 
and navigate in an open space environment. 

It is interesting to note that information omission was also applied to many of other 
waypoints without misleading the wayfinders. In fact, wayfinders did not notice that 
the information had been omitted at all. This demonstrates that effective and strategic 
omissions do not affect wayfinding performance. However there are also situations 
where omission must be restricted in order to preserve at least some of the spatial 
configurations of a place. 

In summary, verbal instructions omit more information than the other two systems 
used in this study. There is a possibility that omission of information actually 
decreased wayfinding performance, however since only one set of instructions were 
prepared for each route, it was not possible to test whether this postulation is true. 

8   Conclusions

Results from the experiment have shown that many previous beliefs on wayfinding 
performances could potentially be different from originally anticipated. Different 
representational methods do perform differently under different environmental 
conditions. Although the verbal-based system was the most consistent system in this 
study, it does not mean it performs equally well in other environmental conditions. 
For example, map-based and image-based systems performed better in navigating the 
participants through open space or places that are lean in landmarks. 

The following list presents characteristics of the systems examined and the 
findings from the experiments: 
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Table 2. Comparison table of the implemented systems 

Advantages Disadvantages 
Map-based 

System 
• Rich in information • Requires initialization 

• Requires longer cognition time 
• Problem in displaying three 

dimensional information in its 
current form 

Image-
based 

System 

• Realistic description of 
spatial features 

• Spatial configuration is 
embedded 

• Geometric instructions can 
be embed into instruction 
arrows 

• Vulnerable to landmark changes 
• Lack of visual depth as one of 

the main problems 
• Obstructions of foreground 

objects 
• Difficulty in maintaining a flow 

between images 
Verbal-
based 

System 

• Abstract, Direct Instruction 
• No dimensional barriers 
• Can be geometry driven or 

task driven 

• Efficiency plummets in open 
space or lean environment 

In conclusion, the experiments presented in this research suggest that the 
effectiveness of a representation system depends on the nature of the wayfinding task. 
One should always remember that the best wayfinding representation system does not 
constitute as the best system for providing survey knowledge, because the nature of 
the two tasks is different. A map-based system certainly be preferred over other types 
of systems if the experiment was designed to examine the amount of information 
participants could extract from representation system, because it provides much more 
information than verbal instruction. 
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Abstract. In this article we propose a hybrid spatial model for indoor
environments. The model consists of hierarchically structured graphs
with typed edges and nodes. The model is hybrid in the sense that nodes
and edges can be labelled with qualitative as well as quantitative infor-
mation. The graphs support wayfinding and, in addition, provide helpful
information for generating human-oriented descriptions of an indoor (and
outdoor) path.

Keywords: indoor wayfinding, indoor navigation, hybrid spatial repre-
sentation, qualitative spatial representation, topology, graph, hierarchi-
cal graph.

1 Introduction and Motivation

Car navigation systems are becoming a more or less standard commodity now-
adays. Since they are a mass product, the problem of navigating cars through
large road networks has been well investigated and the solutions are mature.
Much less well investigated is the problem of navigating pedestrians through
airports, train stations, libraries, hospitals, supermarkets, etc. Unfortunately, it
turns out that navigation problems in large buildings are quite different from
the ones encountered in large road networks. The main reason for this is that
the topological structure of buildings is much more diverse than the topolog-
ical structure of road networks: Whereas roads are primarily one-dimensional
structures with landmarks aligned along them, areas in buildings are really two-
dimensional (as in floor plans), or, when multiple storeys are taken into account,
even 2.5-dimensional structures [4].

The most efficient wayfinding [8] solutions use shortest-path algorithms in
graphs. Therefore, we propose a graph representation also for indoor environ-
ments, yet the graphs are much more structured and enriched with extra
qualitative and quantitative information assorted. Beyond, when considering
two-dimensional structures not only adjacency has to be modelled, but also
containment. We introduce a hierarchical graph structure in section 3.

The main characteristics of the graph model are:

J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 102–112, 2006.
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– the two-dimensional areas in buildings are partitioned into cells, and these
cells are represented as nodes in the graph (Section 2). Doors and other
passways which represent possibilities for persons to move from one cell to
another are represented as edges;

– in order to facilitate hierarchical planning, there are different levels of ab-
straction in the graph (Section 3). For example, a storey in a building may
be represented as a graph at a certain level, this entire graph being just a
node in a graph at a higher level which stands for the whole building. The
edges in the abstract graph connect the different storeys;

– the nodes and edges of the graph are labelled with hybrid information to sup-
port wayfinding as well as the generation of a human-understandable descrip-
tion of a path. Hence, we distinguish different types of nodes (Section 4). For
example, rooms and corridors are both represented as nodes, but with differ-
ent labels. As we shall see, it is quite useful to maintain a list of doors and
windows in a room, all sorted by their angle against a fixed point of reference
(Section 4.1). Corridors, on the other hand, are essentially one-dimensional
structures for which it is useful to maintain the sequence of doors at the left
hand side and the sequence of doors at the right hand side (Section 4.2).

The indoor model is described in more detail in the subsequent sections. However,
we want to emphasise that the model is deliberately kept flexible. The node and
the edge types as well as their labelling can be extended when it turns out that
this is suitable for future applications.

2 Cell Decomposition

For buildings with simple rooms and corridors, that is to say rather small rooms
(unlike, for instance, an entrance hall where hundreds of people fit in) and narrow
enough corridors (not stretching over several parts of a building), there is a direct
one-to-one mapping to a graph structure. Rooms and corridors are represented
as nodes, and the passways between them as edges. In Fig. 1, where an extract
from a blueprint of a university building is shown, such a graph structure is laid
over the floor plan.1 Two rooms which are connected by two or more doors have
two or more edges between the corresponding nodes (like the entrance hall and
the main corridor in Fig. 1).

However, strictly pursuing this näıve approach becomes difficult for larger
buildings with large areas of open space, as for instance an airport. Following
Bittner [1] we divide the free space Cfree in this case into non-overlapping,
disjoint cells Cr such that Cfree =

⋃
r Cr ∧ ∀i �= j : Ci ∩ Cj = ∅. Adjacent cells

are connected by a link. The main corridor in Fig. 1 is actually split into several
cells due to its length. Otherwise, impractical route descriptions like ”turn left
to the main corridor and take the 32nd door on the right” may result.

The sheer size of a room may be a reason to decompose it into cells. Other
reasons have to do with concavity of rooms, or with the functionality of certain
1 The stairs to the other two storeys were omitted for keeping the example simple.
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Fig. 1. Floor Plan Overlaid with Cell Centres and a Path System

areas in a larger open space. For example, an airport lounge may feature waiting
areas, meeting points, areas in front of the different counters and security checks,
passport control, etc. All of them serve a different purpose, and this must be
represented in the graph.

Unfortunately, there is no obvious way to fully automate the cell decomposi-
tion. It has to be designed very carefully, taking into account the purpose of the
different cells.

3 Hierarchical Graphs

If you are at the first floor of a large building, and you ask someone how to get
to a particular room, the explanation may well start with “Go to the third floor
...”. What is behind this is a two-level (or, in general, multi-level) hierarchical
model of the building. An example is depicted in Fig. 2. The upper hierarchy
level consists of the storeys, and the lower level models the topology of each
storey. In addition, the hierarchy shown in Fig. 2 also has an intermediate level
which consists of wings. Navigation between different storeys usually consists
of the steps “go to the lift (staircase etc.)”, “go to the target storey”, “navigate
the target storey”. This is a typical case of hierarchical planning as it has been
investigated in Artificial Intelligence for decades.

Our graph model supports hierarchical planning by providing hierarchical
graphs. Each graph has a level (in the hierarchy) and an identifier. Graphs at
higher levels can have as node labels the identifiers of graphs at lower levels.
But this is not enough. There must also be a possibility to access graphs at
higher levels from nodes of graphs at lower levels. This is done by classifying
certain nodes of graphs at level n as “interface nodes” to graphs at level n + 1.
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Floor 1

Floor 2

Floor 2Floor 1

Interface
Nodes

WingsNodes

Fig. 2. Hierarchical Graph

Physically, these interface nodes may represent access points to staircases, lift
doors, etc. (see Fig. 2).

The primary use for the graph hierarchy is of course the representation of
different storeys in a building. Other use cases may necessitate the representation
of different wings in a building (as in Fig. 2). Wings and storeys yield a hierarchy
of three levels. If it makes sense to subdivide wings further, one may have four
or more levels (see Fig. 3). On the other hand, there may also be further levels
above the level of storeys. If we want to represent not only a single building,
but, say, the whole campus of a university with many buildings, each building
would be a node in a graph one level above the level of storeys.

A further use of hierarchical graphs can be the representation of areas which
are contained within each other. As an example, consider the vegetable area in
a hypermarket. The vegetable area may be subdivided into the area with the
salad, the cucumbers, the carrots, etc. In the hierarchical graph model, we would
have a node for the vegetable area at some level n, and this node refers to the
graph of the salad, cucumber etc. areas at level n − 1.

Granularity

Model Element
Graph Vertex Edge

Level 4
(coarsest)

Level 0
(finest)

Level 3

Level 2

Level 1

Building

Building
Storey,

Staircase,
Elevator

Storey
Wing,

Room, Corridor

Wing Room, Corridor

Room, Corridor
PartOfRoom,

PartOfCorridor

Door,
Window,
Ladder,
Ramp,
Stairs

StreetNetworkCity

Fig. 3. Relations between Hierarchy Levels and Graph Elements
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The edges in the graph at the ‘building level’ represent walkways or streets. In
the simplest case, such an edge contains solely the information that it is possible
to get to another building. If we want more detail on how to get to this building,
we must link the edge with another graph which describes the walkways and the
road network. Therefore not only nodes of a graph at level n + 1 can represent
graphs at level n, but also edges at level n + 1 can represent graphs at level n.
The only difference is that an edge at level n + 1 must correspond to a graph at
level n with two interface nodes, one for each end of the edge.

4 Node and Edge Types

Wayfinding by means of shortest path algorithms requires no more than a graph
and a cost function. A simple cost function measures the geometrical distance
between two places. More sophisticated cost functions can, for example, distin-
guish between lifts and staircases by making the staircases more “expensive”. A
minimum of semantic information is sufficient for this purpose. It turns out that
the problem of wayfinding is considerably easier than the problem of describing
an indoor path in a human-understandable manner. Humans use a combination
of mostly qualitative information (“use the door at the end of the corridor”) with
little quantitative information (“take the second door to your left”) for describ-
ing routes. Landmarks, which are very important in outdoor scenarios (“after
passing by the church”), however, seem to be less important for indoor scenarios.

In order to support the generation of descriptions of a path through a building,
we need to enrich the graphs with a lot more semantic information. Therefore
it is necessary to classify indoor areas and to attach further class-dependent
information to the nodes and edges. In this paper we illustrate the node types
with two examples, namely ‘rooms’ and ‘corridors’. Other types could be ‘waiting
area’, ‘meeting point’ etc. In hierarchic graphs with many levels, node types like
‘wing’, ‘storey’, ‘building’ etc. are needed.

The node and edge types correspond directly to an ontology of building com-
ponents. At present it is, however, not yet clear whether it is possible to describe
the ontology in a formal description language like the Web Ontology Language,
in short OWL2, and to automatically incorporate the OWL concepts into the
graph data structures. If this were indeed possible, it would make the graph
framework much more elegant and flexible.

4.1 Rooms

Rooms which are not further decomposed into cells are represented by a single
node. Each door is represented by an edge leading to the neighbouring rooms.
This is not enough information for generating instructions like “take the second
door on your left” with the optional clarification “[the door] directly opposite the
window to your right”. In the event of further information being available, one
could of course add the coordinates of the corners of a room and those of all
2 http://www.w3.org/TR/owl-features/
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doors and windows. It turns out that for generating instructions like the ones
above, it is sufficient to have a less complex data structure, such as a list of
angles between the doors (or windows, respectively) and a reference line which
goes from the centre of gravity of the room to a fixed reference point at the wall
(we use the most north-western corner). An example is depicted in Fig. 4.

E

A

B

N

D C

θd θc

θe

θb

θa

pe

Fig. 4. Hybrid Model of a Room

A path crossing the room by entering through door B and leaving through
door D may, for example, be described by the statement “take the second door
on your left”. The information “second door on your left” can be computed as
follows: the trajectory from B to the centre divides the room into left and right.
Doors C and D are to the left and windows A and E are to the right. This can
be derived from the angular distribution of the doors and windows. Thus, D is
‘to your left’. The fact that D is the second door on your left can simply be
obtained, by counting the number of doors in clockwise direction from B to D.

The further clarification “[the door] directly opposite the window to your right”
can only be generated when the angular orientation of the walls is also stored.
Together with the orientation of the doors and windows one can find out whether
there exists another door or window which is situated opposite to door D.

The methods described above implicitly assume that the person entering at
door B is looking towards the middle of the room. For this case it is sufficient
to store a single angular distribution at the room node. If, however, the person
looks straight forward when he enters the door, his notion of left and right may
be different. Window E would now be to the left instead of right, for example.
To account for this, one must compute the angular distribution for each door
separately and store it at the corresponding end of the edge that represents the
door. The line of reference for the angles crosses the middle of the door and is
perpendicular to the door.
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For many notions there are phrases in the human language which describe
these notions with varying degree of precision. For example, there exist several
degrees of opposite, such as somewhat opposite, fairly opposite, and directly op-
posite. A possible mathematical representation of these fuzzy notions are fuzzy
sets, in our case fuzzy angular distributions (see Fig. 5)3: This has the advan-
tage that deviations from an angle, like for the notion of being opposite, can
still be regarded as being opposite, but only to a certain degree (determined by
the membership, a fuzzy value between 0 and 1). The choice whether to use, for
example, somewhat opposite or fairly opposite can be done by evaluating the cor-
responding fuzzy values on the distribution. If, say, the fuzzy value for the angle
has been evaluated to 0.6, it would qualify as somewhat opposite whereas 0.95
would be considered as directly opposite. It is practical to use several intervals
with decreasing threshold values for the various levels of ‘opposing’.

Fig. 5. Fuzzy Angular Distribution (θc > 0, θs > θc)

4.2 Corridors

There are in fact two ways for modelling corridors. The first method is to de-
compose a corridor into cells such that each entrance to the corridor can be
associated with a representative cell. Adjacent cells are represented by edges
between the corresponding nodes. The main corridor in Fig. 1 can modelled this
way, leading to a representation of seven cells for the seven adjoining doors.
This representation is completely sufficient for solving wayfinding problems. It
is, however, very cumbersome to generate a statement like “take the third door
to the right” and from a practical point of view, it is certainly not the most
elegant and compact4 data structure.

The second way is illustrated in Fig. 6. The whole corridor is represented by
a single node. However, this node actually stands for a directed linear structure
leading from the front to the end, with openings both on its left hand side and
its right hand side.5 It does not affect the general notion of linearity whether the
corridor is distorted, since the notions of ‘left’ and ‘right’ are relative and thus
3 Depending on the application, core angles θc (fuzzy value of 1) and support angles

θs (fuzzy value > 0) can vary.
4 In terms of storage.
5 In a way, the node is a dual to the linear structure.
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change accordingly. The node must have labels which represent the entrances at
the left side of the corridor, the entrances at the right hand side of the corridor,
and the entrances at both ends of the corridor. The list of edges must reflect
the real sequence of doors, stairways etc. It must keep the distances between
two subsequent elements as well, or the offset from the front. Using these lists,
it is easy to reconstruct from a particular door and a particular orientation an
instruction like “go to the second door on your left”. The main corridor in Fig. 1
could be partitioned into several of such sequences.

R1

R2

R3

R4

R5

R6

R7

S

Labelling of the corridor node:
Left: R3,S,R2
Right: R7,R6,R
Front: R4
End: R1

Fig. 6. Corridor

5 Related Work

The modelling of indoor environments involves various research areas. In the
studies of Franz et al. [3], aspects of both architecture and cognitive science
are investigated. Most importantly, the versatility of graphs as formal models
of built spaces is pointed out. Beyond occupancy grid models used in artificial
intelligence, place graphs and view graphs are concepts contributed by cognitive
science. Visibility plays a major role in defining where a place ends and another
one starts. The space syntax 6 is a method which covers three elementary aspects
of wayfinding: Access graphs, axial maps and isovist (or visibility) fields. In the
field of robot navigation, topological and cognitive maps [7,2,13] are common
practice for indoor models. The hybrid approach presented by Kuipers et al. [7]
creates large-scale topological maps from small-scale metrical maps (with a local
reference system). Similarly do Broch et al. [2] create global maps in a bottom-up
fashion.

Hierarchies in buildings where entities can be entered and left through exit
points on the boundary were discussed by Hu and Lee [5]. These entities can be
clustered. Particularly, it is emphasised that for indoor wayfinding, topological

6 http://www.spacesyntax.org/



110 B. Lorenz, H.J. Ohlbach, and E.-P. Stoffel

relations of regions should reflect reachability semantics rather than mere inter-
section. Jiang et al. [6] introduce a model with location identifiers for hierarchies.
Approaches from cognitive science pursue a functional perspective in which the
intrinsic, egocentric viewpoint of a human wayfinder is adopted, as opposed to
a bird’s eye view offered e.g. by maps. In order to describe indoor environments
with their inherent hierarchy by cognitive elements, image schemata [9,10] have
been proposed. Examples include concepts like CONTAINER, REGION, GATEWAY
and PATH, which are characterised by affordances (their specific function in so-
cial context), too.

Ontological aspects of indoor environments are covered e.g. by Bittner, Tset-
sos et al. [1,12]. Bittner [1] proposes a formal characterisation of built environ-
ments by partitions which represent approximate regions and their boundary
relations. Tsetsos et al. [12] focus their attention on application aspects and en-
hanced personalised indoor routing. A strong point in Bittner’s approach is the
clear, unambiguous definition of regions by boundaries. Furthermore, a distinc-
tion between so-called bona-fide (hard) and fiat (soft) boundaries is given: Hard
boundaries are impenetrable, tangible barriers (like walls or fences). In contrast,
soft boundaries are sometimes invisible, nonetheless existent barriers which are
often unconsciously passed by the wayfinder (e.g. a marked area on the ground
of a subterranean garage which delimits a particular car-park).

6 Conclusion and Future Work

We have introduced a novel model for indoor environments. Not only does it
support wayfinding algorithms, but also it supports the generation of human-
understandable path descriptions. For this purpose it combines quantitative with
qualitative spatial information into a hybrid structure. We have shown how an-
gular and distal expressions enrich the basic graph structure and enable reason-
ing within a local frame of reference. This will be needed for generating route
instructions like “take the 2nd door to the right”. Some scenarios can require
quantitative information, for instance, when querying the total number of seats
in a classroom or its capacity for storing goods.

The graphs presented in our model are hierarchical. Graphs at a lower level
are refinements of nodes (or edges) at a higher level. The nodes and edges are of
different types and carry different kinds of information, which is not solely the
physical distance. The types reflect an ontology of rooms, buildings, and so on.

The graphs together with some of the standard algorithms, shortest paths,
nearest neighbours etc., have been implemented in the prototypic TransRoute
system [11]. In a next step we want to incorporate context information into the
wayfinding algorithms. The context information can come from the environment
itself (e.g. a door is closed at night), or it can date from user models (e.g. a
preference for lifts instead of stairs).

For generating descriptions of paths, we are currently developing a markup
language. The elements of this language describe operations for navigating indoor
and outdoor environments.
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Abstract. Spatially enabled computing can provide assistance to both
web-based and mobile users by exploiting positional information and as-
sociated contextual knowledge. The Mobile Environmental Management
System (MEMS) is a proof of concept prototype that has been developed
in order to simplify administrative duties of biologists at the Department
of Fisheries and Oceans (DFO), Canada. MEMS aims to deliver context-
aware functionality aided by visualization, analysis and manipulation of
spatial and attribute datasets. The resulting application delivers a set of
functions and services that aids the DFO’s biologists in making everyday
management decisions.

1 Introduction

This paper describes the techniques used in the development of a web-based and
Mobile Environmental Management System (MEMS). The current prototype
has been tailored to deliver context-aware functionality aided by visualization,
analysis and manipulation of spatial and attribute datasets. Context associated
knowledge is an intelligent process which retrieves specific data for users. It is
achieved by combining knowledge gained about data processed in the past with
the activities planned by the user, together with other activity dependencies such
as geographical location. The MEMS datasets are provided by the Canadian De-
partment of Fisheries and Oceans (DFO) and the prototype is customized to the
specific needs of the Great Lakes Laboratory for Fisheries and Aquatic Sciences
(GLLFAS) Fish Habitat Management Group’s requirements for fish species at
risk assessment. Currently, biologists have only access to the fisheries data from
their office. This greatly prevents them from interacting with the data in a
real-time environment, reducing their productivity and effectiveness in the field.
Spatially enabling a mobile device allows mobile GLLFAS biologists to make in-
formed decision immediately. This research concerns DFO priorities specifically
to administer the fish habitat provision of the Fisheries Act, in particular those
that are aimed at preventing the harmful alteration, disruption or destruction
of fish habitat. This is done to conserve, restore and develop the productive ca-
pacity of habitats for recreational, commercial and subsistence fisheries both in
the freshwater and marine environments[1, 2]. The functionality that GLLFAS
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biologists require from the MEMS prototype includes access to geo-referenced
maps and imagery, to overlay the current position on a map and to manip-
ulate (e.g. input/edit/query) attribute data in the field while wirelessly con-
nected (where possible) to the office database[12]. Additional functionality also
required by the DFO is the ability to record, edit and view multimedia anno-
tations, perform scientific/common-name conversion and graph generations of
results. The current "fish species at risk" work-flow, whereby scientists enter
textual/ pictorial information on paper field data sheets is inefficient, has po-
tential for inaccuracies during both initial recording and subsequent data entry
phases, and does not facilitate knowledge sharing between staff. Also, different
types of information may be stored in different locations and valuable time can
often be lost trying to correlate data in order to make decisions. The proposed
MEMS system has the following advantages over current practice:

1. Facilitates knowledge sharing and data analysis/synthesis.
2. Supports effective communication between different staff at different physical

locations (e.g. scientists in the lab and colleagues in the field).
3. Allows important multimedia data and associated annotations to be com-

bined with text-based records.
4. Saves time and money by reducing paperwork and allows staff to input and

access information anywhere at any time without having to return to dedi-
cated access points.

5. Reduces error by reducing latency between collection and data entry, as well
as paperwork.

2 Related Work

There are few contemporary systems that can be compared to the current
prototype. One in particular is the Mobile Environment Monitoring System
(MEMoS)[3] developed at the Multi-purpose Environmental Modelling Facility
of the University of Windsor in Canada in collaboration with the Conestoga-
Rovers & Associates (CRA). This system is designed to deliver real-time envi-
ronmental information using rugged field computers, radio technologies (CRA’s
OpenRTU [4]) and highly modular, interoperable software. The system also al-
lows the user to rapidly collect and integrate spatially referenced data from a
range of mobile environmental data collectors and update a GIS data warehouse
in real-time making data available to a web-based client application instantly.
This system adopts a distributed approach and uses a remote base station and
mobile data loggers. The remote base station is a vehicle, containing the Open-
RTU receiver and a computer with an Oracle Spatial database server (see Figure
1). The OpenRTU system is a remote process monitor that collects data from
connected data loggers. The station allows multiple roving data collectors to
wirelessly send recorded structures, where the incoming data are routed to ap-
propriate tables in a local database. The desktop, in the base station, contains a
web-enabled client application which is used to generate real-time results for the
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data collected. The mobile data loggers are backpack type equipment containing
the OpenRTU transmitter connected to a series of environmental sensors and a
rugged Tablet PC for data input.

Fig. 1. MEMoS System Architecture

When the base station has finished collecting data, it connects via wired or
wireless TCP-IP to the data warehouse, updating the new datasets. The advan-
tage of this system is that it uses an inexpensive communication infrastructure
between the base station and the client station. If the communication had to
be established via GPRS, running cost could dramatically escalate. A possi-
ble disadvantage in running the OpenRTU transmission medium, is the actual
working range. Also, the disjunctive update of the data warehouse means that
information may not be accurate until such updates are completed.

3 Technologies

The MEMS prototype uses an Oracle Spatial database. Oracle Spatial pro-
vides a platform that supports a wide range of applications from automated
mapping/facilities management and Geographic Information Systems (GIS), to
wireless location services and location-enabled e-business. Oracle Spatial is in-
tegrated into the extensible Object Relational Database Management System
(ORDBMS), which allows access to the full functionality and security of the
underlying DBMS[7]. Along with the database, the Oracle proprietary OC4J
application server is used. The application server is a component of Oracle, and
is installed automatically. The application server acts as deployment platform for
Oracle applications. The Oracle Enterprise Manager application is installed in
the OC4J as a web application where the user can manage the database. In ad-
dition MEMS uses eSpatial Solutions[8] iSmart Suite to consolidate all forms of
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spatial data. The suite is based on a J2EE application development environment
where the user can easily integrate spatial components. iSmart is a collection of
tools that enables developers to build and deploy spatial applications using a set
of standard procedures. These tools offer developers a high-level development
environment which is several time faster than developing the application from a
base Java Development Environment.

4 System Architecture

The MEMS prototype uses a typical three-tier architecture[5] (see Figure 2) for
enterprise information systems, composed of the client layer, application server
layer, and the database layer. This architecture focuses on the development of
services for a versatile, extendible (J2EE) application, instead of giving GIS
capabilities to a large monolithic application. The implementation of the ap-
plication follows a modularization approach. Functionality is encapsulated in
packages avoiding cross functionality dependencies and hence enforcing stabil-
ity. The communication between the client layer and the database are conducted

Fig. 2. MEMS System Architecture

through the application server layer. The application server layer acts as a medi-
ator. It ensures a minimum amount of data is transferred between the server and
the client. Requests from the client are interpreted and executed by the applica-
tion server. A response is assembled and sent back to the client. With this type
of architecture, the processing load is balanced, requiring a minimum level of
computing power on a thin client[11]. The client layer consists of a comprehen-
sive web-interface that provides biologists with the ability to input, edit, analyze
and annotate data over the Internet. A Tablet PC[6] is used equipped with a
Global Positioning System (GPS) receiver and a General Packet Radio Service
(GPRS) network connection. As the user navigates in the field their positioning
and orientation is displayed on the web-interface on a geo-referenced map.
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5 System Functionality and GUI

The MEMS prototype uses a comprehensive graphical user interface (GUI) to
interact with the user. The GUI is divided into three main parts. The left panel
(See Figure 3) is the "Navigation panel". It contains navigation functions used
by the user to navigate the map (zoom to area, click x/y coordinates, zoom to
extent, back to original view, previous view, refresh map). The navigation map

Fig. 3. MEMS Graphical User Interface

contains a red square which represents the area displayed by the main map.
This is designed to help the user navigate more effectively when zoomed into
a small area on a map. The "Layer Control" is located below the navigation
map and is used to select layers on the main map. The last two controls on
the navigation panel contain "Map Coordinates", used to centre the main map
with any given coordinates and the "Search River" function control, used for
searching recorded habitats. In the centre of the application (See Figure 3) the
"Map Pannel" contains the main map. The main map offers "Clickable Map"
functionality that enables the user to select features on the map and displays
information about them. The "Tools panel" contains controls for functions which
are explained in the following sections.

5.1 GPS Acquisition

This is a core module as the distributed MEMS application forces the client
to acquire GPS coordinates first and then send them to the application server.
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As the client was not designed to be installation independent it is necessary to
execute the Java application remotely. One of the technologies that Java offers
is JNLP (Java Network Launching Protocol). JNLP applications are launched

Fig. 4. Gps Module

using Java Web Start as part of the Java Runtime Environment. The corre-
sponding GPS application registers each client IP address and host-name with
the application server so that multiple feeds can be displayed on the map. The
screenshot (See Figure 4) shows the GPS acquisition overlayed on the MEMS
map. In the top left corner the GPS module control is shown and is launched
by the java Web Start while in the center the black square is a zoomed image of
the GPS feed.

5.2 Multimedia Annotation

Multimedia annotation is an advanced feature of MEMS. Annotation is a sim-
ple way to record data on the fly. For example, a new species of fish could be
encountered and visual evidence would be of great assistance. This functionality
enables the user to embed video, audio, text and image annotations on the map.
These annotations are uploaded to the database as BLOB data along their as-
sociated coordinates. Using JSP and Servlet technology, the user is required to
enter some text describing the annotation. If the annotations are video, audio
or image annotations a file is also required to be uploaded. The file byte-stream
is transferred to the application server, along the text and the current location,
where it is inserted in the database. When this procedure is completed the map
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Fig. 5. Multimedia Annotation

Fig. 6. Spatial Queries
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is refreshed and an icon representing the annotation is displayed. (See Figure
5). The user can view the annotations by clicking on a corresponding icon. This
action opens a pop-up window that displays any text associated with the anno-
tation and a link to any multimedia data.

5.3 Spatial Queries

The Spatial Queries Tool is an advanced tool which enables biologists to quickly
and easily query the database. Spatial Queries are complex in nature and require
a great deal in understanding of Oracle Spatial and the Sequel Query Language
(SQL). Therefore, an easy to uses interface was developed to enable biologists
to perform them. The tool is very easy to use. The biologists are only required
to draw an area on the map and it is then possible to execute a number of
predefined spatial queries on the selected area. The polygon highlighted on the
map (See Figure 7)is the actual spatial component and the highlighted buttons
are the predefined queries requested by the GLLFAS biologists. The procedure
starts by drawing a polygon or a square on the map. The red dots on the map
represent locations where the biologists have previously recorded. The result of
any given query is parsed and displayed in a pop-up web-page. The module has
been implemented using extensive JavaScript to draw and calculate the points of
the polygon. Once the polygon is drawn a JSP is used to transform the polygon
to an Oracle JGeometry object. This object is then stored in the user session
ready for use in the query. Using iSmart, a SQL command is embedded in the
application and is executed when the query button is clicked upon. The result
is temporarily stored in the user session, where it will be parsed and displayed
by the application.

5.4 Offline Module

The offline module was only considered after the first visit to the DFO. It was
observed that the area the biologists were working had intermittent cellular sig-
nal. This unexpected fact meant that the development of a backup system was
necessary. It was difficult to detect or predict network availability but fortu-
nately the biologist were aware of cellular network presence in areas they need
to investigate. Using this information the offline module was designed. The mod-
ule is implemented using stand-alone Java and it is developed using the iSmart
technology. The Offline Module also called MEMSOffline is a standalone appli-
cation that connects directly to the online application server where the biologist
is asked to select an area of interest. The selected area is compressed into a
zip type file and saved. The MEMSOffline compressed offline file contains all
the data required by the biologist and the application. This offline application
enables the user to work remotely without the GPRS connection. In the field,
the offline application reads in the compressed file and displays the map using
the iSmart Editor application, enabling the biologists to perform spatial queries,
insert new forms, look at previously recorded forms, display GPS feeds and navi-
gate the map. It also offers restricted multimedia annotation functionality. Data
which is changed or added during the sampling session is stored and saved in
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Fig. 7. MEMSOffline

the offline file. When the application establishes a network connection and can
connect to the application server, the data is synchronized with the server and
any additions are added to the database.

5.5 Forms Module

This Forms module was requested from the GLLFAS biologists and is designed
accordingly. A requirement for this part is that the biologists need to navigate
back and forward from different "fish forms", without committing them to the
database, until all the data has been successfully collected. This behavior proved
difficult to implement in a Client/Server environment. In order to achieve this
AJAX (Asynchronous JavaScript and XML) technology is used. AJAX[9] uses
a series of JavaScripts to compose and send a URL request to a server side page
(JSP, Servlet, PHP, CGI) and return and display the response (using DOM
objects) in the web-application. This is done without the need to reload the
page. Using this technology, the form changes can be posted to the corresponding
Java data object in the session. If the user changes a field in the form, the
corresponding Java object is updated immediately. This module also offers the
ability to dynamically add new "fish forms" as required. If biologists encounter
a species which has not been recorded they can dynamically add another field to
the current form to accommodate it. This module has also been designed to easily
handle database errors or warnings that may arise during program execution. If
constraints are triggered, they can easily be interpreted and displayed the user.
If the unique project code has been previously entered in the database a warning
message is displayed to the user. Another feature is the ability to validate the
fields in the forms. Extensive JavaScripts are used to iterate through the fields
of the page and check for types (Double-Integers), range and white spaces.
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6 Conclusions

MEMS is currently deployed at the GLLFAS headquarters, where extensive field-
ing testing is been carried out. The system is fully operational and it offers a
spatially-enabled mobile and adaptable service for the biologists, ensuring better
utilization of resources. The advantages of the system go beyond the system’s
functionality. This system delivers services which improve the biologists work-
ing environment. On going work include the testing phase of the system. In the
future we intend to investigate the adaptability of the architecture and GUI to
different applications.

References

[1] Minns, C.K. “Quantifying ’No Net Loss’ of Productivity of Fish Habitats”, Cana-
dian Journal of Fisheries and Aquatic Sciences (Journal canadien des sciences
halieutiques et aquatiques), 54 , pp. 2463-2473, 1997.

[2] Minns, C. K., “Science for Freshwater Fish Habitat Management in Canada: Cur-
rent Status and Future Prospects”. Aquatic Ecosystem Health and Management,
4, pp. 423-436, 2001.

[3] Graniero, P.A. and Miller, H.S. “A mobile environmental monitoring system with
real-time database updates.” CRESTech Innovation Network Annual Meeting,
Toronto ON, 2002.

[4] OpenRTU, eSolutionsGroup, http://www.openrtu.com/
[5] Pierce, M., Youn, C.-H., Fox, J., “The Gateway Computational Web Portal: Devel-

oping Web Services for High Performance Computing”, International Conference
on Computational Science, 1, pp. 503-512, 2002.

[6] Hp TR3000, http://h18000.www1.hp.com/products/quickspecs/11909_na.PDF
[7] Sharma, J., “Oracle Spatial”, An Oracle technical white paper, Oracle Corp., Red-

wood City, CA, May 2001.
[8] eSpatial Solutions, http://www.espatial.com/
[9] Olson, S., “Ajax on Java”, O’Reilly Media, 2006, ISBN: 0596101872

[10] Marinilli, M., Java Deployment Using JNLP and WebStart, September 2001,
ISBN: 0672321823

[11] Carswell, J. D., Gardiner K., Bertolotto M., Mandrak N., “Applications of Mobile
Computing for Fish Species at Risk Management” Proceedings of International
Conference on Environmental Informatics of International Society of Environmen-
tal Information Sciences (ISEIS2004), Regina, Canada, 2004.

[12] Gardiner, K., Rizzini, A., Carswell, J., Bertolotto, M. “MEMS: Mobile Environ-
mental Management System”, GIS Research UK, 13th Annual Conference, Uni-
versity of Glasgow, 6th-8th April 2005.



J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 123 – 134, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

A Mobile Computing Approach for Navigation Purposes 

Mohammad R. Malek1,2 and Andrew U. Frank3 

1 Dept. of GIS, Faculty of Geodesy and Geomatics Eng., KN Toosi University of Technology, 
Tehran, Iran  

2 Dept. of Surveying and Geomatics Eng., University of Tehran, Tehran, Iran  
3 Institute for Geoinformation and Cartography, Technical University Vienna, Austria 

malek@ncc.neda.net.ir, frank@geoinfo.tuwien.ac.at 

Abstract. The mobile computing technology has been rapidly increased in the 
past decade; however there still exist some important constraints which 
complicate the use of mobile information systems. The limited resources on the 
mobile computing would restrict some features that are available on the 
traditional computing technology. In almost all previous works it is assumed 
that the moving object cruises within a fixed altitude layer, with a fixed target 
point, and its velocity is predefined. In addition, accessibility to up-to-date 
knowledge of the whole mobile users and a global time frame are prerequisite. 
The lack of two last conditions in a mobile environment is our assumptions. In 
this article we suggest an idea based on space and time partitioning in order to 
provide a paradigm that treats moving objects in mobile GIS environment.  A 
method for finding collision-free path based on the divide and conquer idea is 
proposed. The method is, to divide space-time into small parts and solve the 
problems recursively and the combination of the solutions solves the original 
problem. We concentrate here on finding a near optimal collision-free path 
because of its importance in robot motion planning, intelligent transportation 
system (ITS), and any mobile autonomous navigation system. 

Keywords: Mobile GIS, Mobile computing, Navigation, Free-collision path, 
Optimization. 

1   Introduction 

Mobile agents and movement systems have been rapidly increased worldwide. Within 
the last few years, we were facing many advances in wireless communication, 
computer networks, location-based engines, and on-board positioning sensors. Mobile 
GIS as an integrating system of mobile agent, wireless network, and some GIS 
capabilities has fostered a great interest in the GIS field [13]. Without any doubt 
navigation and routing could be one of the most popular GIS based solution on 
mobile terminals. Due to this fact the mobile GIS is defined as an area about non-
geographic moving object in geographic space [19].  

Although the mobile computing has been increasingly growing in the past decade, 
there still exist some important constraints which complicate the use of mobile GIS 
systems. The limited resources on the mobile computing would restrict some features 
that are available on the traditional computing. The resources include computational 
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resources (e.g., processor speed and memory) user interfaces (e.g., display and 
pointing device), bandwidth of mobile connectivity, and energy source [2], [10], [19], 
and [32]. In addition, one important characteristic of such environment is frequent 
disconnection that is ranging from a complete to weak disconnection [10] and [38]. 
The traditional GIS computation methods and algorithms are not well suited for such 
environment. These special characteristics of mobile GIS environment make us pay 
more attention to this topic.  

In this paper, finding a path without any conflict which is so-called collision-free 
path is highlighted. It is an important task of routing and navigation. Collision-free 
path and its variants find applications in robot motion planning, intelligent 
transportation system (ITS), and any mobile autonomous navigation system. It will be 
concluded that Wayfinding which is a fundamental spatial activity that people 
experience in daily lives, could be solved by this method.  

Within the framework of this paper we attempt to apply an idea to treat moving 
objects in mobile GIS environment based on partitioning in space and time. The idea 
is, to divide space-time into small parts and find solution (e.g. collision-free paths and 
wayfinding procedure) recursively. The connecting results will be the collision-free 
path. This paper addresses the problem of finding collision-free path in mobile GIS 
environment. The rest of this paper is organized as follows: Section 2 reviews the 
related works. Section 3 describes our suggested methodology. Then, section 4 
explains how one can find a collision-free path by an optimization problem. Finally, 
we give concluding remarks.   

2   Related Works  

An overview of collision detection, mathematical methods, and programming 
techniques to find  collision-free and  optimal path between two states for a single 
vehicle or a group of vehicles can be found in [7], [16], and [34], respectively.  In the 
field of robot motion planning potential field methods introduced by Khatib, are 
widely used [17]. The main attraction of potential method is its ability to speed up the 
optimization procedure. Path planning techniques using mixed-integer linear program  
were developed earlier, especially in the field of aerial vehicles navigation (see e.g. 
[27-28], [29-30],  and [33]. The reader who wants to see more related topics is 
referred to [11]. In almost all works it is assumed that the moving object cruises 
within a fixed altitude layer, with a fixed target point, and its velocity is predefined. In 
addition, accessibility to up-to-date knowledge of the whole mobile agents and a 
global time frame are prerequisite. The lack of two last conditions in distributed 
mobile computing environment is a well-known fact. 

A method for reducing the size of computation is computation slice [12] and [25]. 
The computation slicing as an extension of program slicing is useful to narrow the 
size of the program. It can be used as a tool in program debugging, testing, and 
software maintenance. Unlike a partitioning in space and time, which always exists, a 
distributed computation slice may not always exist [12].  

Among others, two works using divide and conquer idea, called honeycomb and 
space-time grid, are closer to our proposal. The honeycomb model [8] focuses on 
temporal evolution of subdivisions of the map, called spatial partitions, and gives a 
formal semantics for them. This model develops to deal with map and temporal map 
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only. The concept of space-time grid is introduced by Chon et al. [4-6]. Based upon 
the space-time grid, they developed a system to manage dynamically changing 
information. In the last work, they attempt to use the partitioning approach instead of 
an indexing one. This method can be used for storing and retrieving the future 
location of moving object.  

In the previous work of the first author [20-23] a theoretical framework using 
Influenceability and a qualitative geometry in the mobile environment with 
application in the relief management was presented. This article can be considered as 
an empirical extension of them. 

3   Algebraic and Topological Structure 

Causality is a well-known concept. There is much literature on causality, extending 
philosophy, physics, artificial intelligence, cognitive science and so on (e.g. [1, 14, 
34]). In our view, influenceability stands for spatial causal relation, i.e. objects must 
come in contact with one another; cf. [1]. Although influenceability as a primary 
relation does not need to prove, it has some exclusive properties which show why it is 
selected. Influenceability supports contextual information and can be served as a basis 
for context aware mobile computing which has attracted researchers in recent years 
[9] and [26]. This relation can play the role of any kind of accident and collision. It is 
well-known that the accident is the key parameter in most transportation systems (for 
example see [31]). As an example the probability of collision defines the GPS 
navigation integrity requirement. In addition, this model due to considering causal 
relation is closer to a naïve theory of motion [25]. 

In the relativistic physics [15] based on the postulate that the vacuum velocity of 
light c is constant and maximum velocity, the light cone can be defined as a portion of 
space-time containing all locations which light signals could reach from a particular 
location (Figure 1). With respect to a given event, its light cone separates space-time 
into three parts, inside and on the future light cone, inside and on the past light cone, 
and elsewhere. An event A can influence (influenced by) another event; B; only when 
B (A) lies in the light cone of A (B). In a similar way, the aforementioned model can 
be applied for moving objects. Henceforth, a cone is describing an agent in mobile 
GIS environment for a fixed time interval. That means, a moving object is defined by 
a well-known acute cone model in space-time. This cone is formed of all possible 
locations that an individual could feasibly pass through or visit. The current location 
or apex vertex and speed of object is reported by navigational system or by prediction. 
The hyper surface of the cone becomes a base model for spatio-temporal 
relationships, and therefore enables analysis and further calculations in space-time. It 
also indicates fundamental topological and metric properties of space-time.  

As described in Malek [21, 23], the movement modeling, are expressed in differ-
ential equation defined over a 4-dimensional space-time continuum. The assumption 
of a 4-dimensional continuum implies the existence of 4-dimensional spatio-temporal 
parts. It is assumable to consider a continuous movement on a differential manifold M 
which represents such parts in space and time. That means every point of it has a 
neighborhood homeomorphic to an open set in Rn. A path through M is the image of a 
continuous map from a real interval into M. The homeomorphism at each point of M 
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determines a Cartesian coordinate system (x0, x1, x2, x3) over the neighborhood. The 
coordinate x0 is called time. In addition, we assume that the manifold M can be 
covered by a finite union of neighborhoods. Generally speaking, this axiom gives 
ability to extend coordinate system to the larger area. This area shall interpret as one 
cell or portion of space-time. The partitioning method is application dependent. The 
partitioning method depends on application purposes [5] on the one hand, and 
limitation of the processor speed, storage capacity, bandwidth, and size of display 
screen on the other hand. It is important to note that the small portion of space and 
time in this idea is different from the geographical area covered by a Mobile 
Supported Station (MSS). This idea is similar to Helmert blocking in the least squares 
adjustment calculation [36]. 

 

Fig. 1. A cone separates space-time into 3 zones, past, future, and elsewhere 

Let us take influenceability as an order relation (symbolized by ) be primitive 
relation. It is natural to postulate that influenceability is irreflexive, antisymmetric, 
but transitive, i.e., 

 
( ) ( )x y y z x z∧  

 
Thus, it can play the role of ‘after’.  

Definition 1 (Temporal order):  Let x and y be two moving objects with xt  and yt  

corresponding temporal orders, respectively. Then,   

( ) ( )x yx y t t<  

Connection as a reflexive and symmetric relation [10]can be defined by 
influenceability as follows: 

Definition 2 (Connect relation):  Two moving objects x and y are connected if the 
following equation holds;  

(1) 

(2) 



 A Mobile Computing Approach for Navigation Purposes 127 

( ) ( , ) : [( ) ( )] { ( )[( ) ( )]}xy C x y x y y x a x a y y a x∀ = ∨ ∧ ¬ ∃ ∨  

Consequently, all other exhaustive and pairwise disjoint relations in region connected 
calculus (RCC) [3], i.e., disconnection (DC), proper part (PP), externally connection 
(EC), identity (EQ), partially overlap (PO), tangential proper part (TPP), 
nontangential proper part (NTPP), and the inverses of the last two; TPPi and NTPPi; 
can be defined.  

The consensus task as an acceptance of the unique framework in mobile network 
can not be solved in a completely asynchronous system, but as indicated by Malek 
[21] with the help of influenceability and partitioning concept, it can be solved. 
Another task in mobile network is leader election. The leader, say a, can be elected by 
the following conditions:  

{ }:x The set of moving objects a x∀ ∈ . 

Furthermore, some other relations can be defined, such as which termed as speed-
connection (SC) and time proper overlap (TPO) (see Figure 2):  

( , ) : ( , )

{[ ( , ) ( ) ( ( , ) ( ( , ) ( , ) ( , )] ( , )}

SC x y EQ x y

C x y ab EC x a EC x b EC y a EC y b C a b  

( , ) : {( ) ( ( , ) [ ( ( , ) ( , ))] }TPO x y x y PO x y z SC x z PO y z  

(a)    

Space 

Time 

(b)

 
Fig. 2. a) Speed-connection relation and b) Time-proper relation between two objects 

4   Collision-Free Path  

An important task in navigation systems is to find a secure or collision-free path. A 
collision-free path is a route that a moving object does not have any collision or 
intersection with obstacles as well as other moving objects. It will be distinguished 
between two network architectures, centralized and co-operative. In the centralized 
architecture, a control center exists which receives and sends data to moving objects. In 
the co-operative architecture all moving objects exchange information between 
themselves [18]. In the former architecture, the control variables of all nodes associates 
in the optimization, but in the later only variables of the active node are considered. 
Finding a collision-free path requires four steps, dividing the space domain into small 

(3) 

(4) 
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parts, finding connected cones, computing free space, and finally solving an 
optimization problem.  The problem discussed in this section is using a mathematical 
programming technique to find the optimal or near optimal collision-free path between 
moving objects. The details of the other steps are left for future articles. 

A mobile terminal in the mobile GIS environment exacerbates the tension between 
two extreme points. On the one hand, the resource poverty leads to the client-server 
architecture that the mobile host only supports a user interface but no application (dump 
terminal). On the other hand, frequent disconnections (see Figure 3), power saving, and 
scalability concerns of the server suggest a relatively high independent mobile host. 
Hence, the need to balance between these extreme roles of mobile host is necessary.  

 

Fig. 3. In the mobile environment the fixed host communicates with a mobile host through a 
wireless interface that is provided by a mobile supported station  

Let us continue with the following scenario: A private company in order to attract 
more tourists to the lake “Wörthersee” in Austria provides an autonomous navigation 
system for their motorized small boats. Each boat equipped with a palm-top 
computer; using GPS for positioning; that can communicate via a wireless network. 
Based upon this capability, the system can play the role of online tourist guide at each 
part of the lake. The server sends the necessary information like current position and 
velocity of the other boats those are relevant to the mobile host. That means, the only 
information of the agents that have accident possibility in the current cell will be sent. 
As an instance, only the information of the agent number 2 will be sent to the agent 
number 1 in the Figure 2. This rule can be formalized by spatial influenceability 
relation [20]. The mobile host will send its state information like its position and 
velocity once they have significant changes. 

At call setup an optimal route is generated. This task can be done by the fixed host. 
In each cell, the preliminary route is ensured that no collision occurred. It is natural to 
define the target function by minimizing the distance between calculated route and the 
optimal one. It may be named as nearest to optimal path. The method described in this 
part provides a minimum distance formulation (1). It is combined with the linear 
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collision avoidance constraints [33], turn and velocity constraints, and is extended to 
match with partition and conquer idea. 

 
 

                                      ddT.Min   

                    S.T.: 
                       Collision avoidance, turn, and velocity conditions 

 
 

d  is the vector of distances between optimal state parameters and the estimated 
control parameters in the space-time grid of interest. Finally, the linear constraint 
quadratic optimization problem should be solved. This part can be run in the clients 
and the procedure will repeat in other parts. 

4.1   Collision Avoidance Condition 

We shall consider for simplicity of exposition of two moving objects in a two-

dimensional space. The position of agent p at time step i is given by ),( i
p

i
p yx  and its 

velocity by
),( i

yp
i
xp vv

, forming the elements of the state vector
i
xpS

 . The real value 
of the state parameter is represented by an asterisk. At every time interval the 
corresponding surfaces; i.e. cone; of both objects must lie outside each other. It is 
possible to consider one object as a point and similar to classical approach taken in 
robot motion planning, enlarge another object with the same size. In this case, the 
problem becomes easier where the point should be outside of a polygon. With this 
trick linear conditions introduced by Schouwenaars et al. [33] can be used: 
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where ld is the safety distance in direction l, i
pqkc are a set of binary variables (0 or 1) 

and R is a positive number that is much larger than any position or velocity to be 
encountered in the problem. 

(1) 

(2) 
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4.2   Turn and Velocity Condition 

It is possible to define other conditions to constrain the rate of turning ( maxα ) and 

changing velocity ( Δ ). Turn condition can be defined with the help of coordinates. 
Assuming space-time is small, linearization may apply. Other linear equations are 
suggested by Richards and  How [30]. The velocity conditions can be derived easily 
as linear function from parameters. 
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4.3   Example 

This example demonstrates that the suggested method forms an acceptable collision-
free path for two boats. Figure 2 shows current locations of the boats, destinations, 
and space grids. The time axis is perpendicular to the space. Minimum distance 
optimality condition results to straight line paths to the destinations which clearly lead 
to a collision. In this example, the control parameters of the left vehicle are optimized.  

Let minimum speed, maximum speed, fixed time interval, and maximum deviation 
angle (off-route angle) be 12 m/s, 30 m/s, 20 sec., and 5 degrees, respectively. It can 
be easily seen that the approximate envelope of cones with that deviation angle is a 
rectangle in 2-dimensional and a cylinder in 3-dimensional space. Figure 3 shows the 
result of optimization with equal weight for all parameters. As can be seen, only 
velocity of the left boat at collision time is reduced without any significant change in 
direction. In order to reach a minimum time trajectory or maximum traveling with a 
 

 

Fig. 4. The trajectories of two intersecting boats. Accident will occur at fifth time interval. 

(3) 
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Fig. 5. The designed trajectory for the left boat when all parameters are considered with equal 
weights 

   

Fig. 6. The designed trajectories with different turn conditions and priority of the velocity 

fixed amount of money in our scenario, high weights for velocity are defined and the 
results are shown in the Figure 4. 

By this method it is not necessary to assume that target point and the altitude are 
fixed. In each space-time cell some new object can appear. Due to linear formulation, 
this approach may be used in real or fast-time systems. 

5   Conclusion and Further Work  

This paper addressed the collision-free path problem in the context of a limited 
resources mobile GIS environment. We have demonstrated that concerns to mobile 
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GIS theory can be addressed profitably in terms of the partition and conquer idea. It is 
based on partitioning space-time into small parts, solving the problem in those small 
cells and connecting the results with each other to find the final result. The reasons 
behind are clear. The problems can be solved easier and many things are predictable 
at a small part of space-time. Then, a logic-based framework for representing and 
reasoning about qualitative spatial relations over moving agents in space and time was 
derived. We provide convincing evidence of the usability of our suggested method by 
demonstrating how it can provide model for routing and navigation. A mathematical 
programming formulation has been proposed and simulated by an example to express 
optimal or near optimal collision-free path under the framework of such partitioning 
paradigm. 

One important possible application of suggested methodology as our further work 
is mobile wayfinding services. It is based on the suggested method because 
wayfinding is an ordered presentation of the needed information to access an 
environment. It can be done in small parts as far as reaching to the desired point. A 
detailed uncertainty modeling for partitioning method and solving inverse problem, 
i.e., to determine the size and other characteristics of small parts based on the given 
information about  needed precision, resource constraints, etc. are also among our 
future work.  
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Abstract. Current archaeological heritage dissemination systems do not
take full advantage of available modern technology. For example, the
linking of archaeological findings to their geographical surroundings is a
functionality offered by few systems.Given the diversity of webusers, a per-
sonalised presentation of the information would be desirable. The
TArcHNA GIS architecture offers dynamically tailored spatial and non-
spatial information to its users. The vast quantity of archaeological her-
itage information in the system is filtered to suit each individual, based
on user models created by previous interactions with the system. The her-
itage information is made accessible via a personalised map interface. User
interactions are captured implicitly, without the users knowledge. The sys-
tem is designed to operate on both mobile and desktop devices enhancing
the accessibility, and the user’s appreciation of archaeological heritage.

1 Introduction

Public access to information on archaeological heritage is somewhat restricted.
In many cases the dissemination process of such information through current
systems is overly simplistic and perhaps lacks the benefits of modern interfaces.
Through the use of modern technology combined with an extensive knowledge
of the Etruscan history and archaeological findings, the TArcHNA (Towards
Archaeological Heritage New Accessibility)project aims to develop new models
and tools for accessing archaeological heritage. ‘Tarchna’ is the Etruscan name
for the city of Tarquinia.

TArchNA advances current systems use of static, non-personalised interfaces
by integrating GIS (Geographical Information Systems) functionality into a sys-
tem for disseminating cultural heritage information, which is capable of per-
sonalising both the information content and the display. The project goal is to
enhance the user’s appreciation of archaeological sites in Tarquinia during his
visit to such a site, using the mobile TArcHNA GIS application, or in a museum
or home setting by using the web-based version of the system. The provision of
adaptable, easy-to-use, web-based and mobile systems, offering maps as an infor-
mation portal to TArcHNA’s archaeological information is our primary objective.

The archaeological information details burial tombs and findings within the
tombs. The quantity of data in the system is continually growing as more
tombs are discovered and documented. The spatial information contained in the
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system’s interactive map is the user’s gateway to the growing repository of ar-
chaeological information. Clicking on locations and tombs on the map displays
associated information from the database. TArcHNA uses off-the-shelf technol-
ogy and industry standard formats to minimise the complexity of the system and
its data. By dynamically personalising each user’s interaction experience with
the system, our contribution exploits GIS and personalisation, enhancing user’s
ease of access and increasing user’s appreciation of archaeology and cultural her-
itage in a web-based or mobile environment. User interaction with the interface
is continually monitored. This information is analysed to create appropriate user
models which are then used to deliver personalised content to individual users.

The remainder of the paper is organised as follows, section 2 gives an overview
of projects that address certain aspects bearing similarities to the TArcHNA
project. This section also addresses the issues of user modelling and interface
personalisation. Section 3 details the architecture of our system. Section 4 ad-
dresses user profiling and personalisation. Section 5 details future work.

2 Related Work

In this section we review related work pertaining to both similar heritage infor-
mation systems, and selected systems which profile users to create user models.

2.1 Cultural Heritage Systems

The “Valley of the Shadow” [1] system archive contains original letters, newspa-
pers, speeches, census extracts and other documents from two American com-
munities between 1859 and 1870. Users can access a large variety of archived
information from the era through the project web page, information that was
previously only available to historians. The information was collected and is
filed away according to type and subject matter. Users must sift through all this
information with no help from the system in terms of information filtering or
display. In addition, information is not cross-referenced i.e. photographs relating
to a specific topic are not linked to newspaper articles or census documents of
the same topic.

The “Theban Mapping Project” [2] aims to create a comprehensive archae-
ological database of Thebes, an important archaeological site with thousands
of tombs and temples. The system stores information on these sites and makes
them accessible to the public through 3D imagining, sketches and photos. These
elements accompany a narration to present a complete description of each site.
A detailed map of the region with each archaeological site depicted is provided.
The system associates location and relevant information very effectively. Ani-
mated zoom and pan sequences between tombs leave the user in no doubt as to
his overall location within the archaeological site. TArcHNA gives details of the
tomb architecture, but also gives details of the findings within the tombs. The
Theban system is confined to the architecture of the tombs. The information
content provided by TArcHNA is much more extensive and detailed, thus we
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rely on personalization and collaboration amongst users to reduce complexity
and present information logically to our users.

The ARCHEOGUIDE [3] system provides a tour of the archaeological site at
Olympia in Greece using augmented reality, 3D-visualization, mobile computing,
and multi-modal interaction techniques. It places emphasis in virtual reconstruc-
tion of the archaeological remains. The system consists of an on-site information
server and a set of mobile units that are carried by visitors. A wireless local net-
work allows the mobile units to communicate with the site information server.
The system is aimed at users on-location. This limits the target audience to
those visiting Olympia. The user can view a map of the site in order to have an
idea about his location and the general area around him. However this map is
merely a representational diagram of his location on the site. ARCHEOGUIDE
is an effective tour guide system, however, its use of a 3D environment adds to
the complexity of the project and highlights the use of specialised equipment.
TArcHNA avoids the use of any specialised equipment, and promotes the dis-
semination of its information to all users by supporting both mobile on-location
and remote access to its data.

Collectively, these systems reveal that an effective interpretation of GIS tech-
nology has not been achieved for the purpose of archaeological heritage informa-
tion dissemination. The maps provided by these systems are very limited. The
Valley of the Shadow project provides basic raster maps with no interactivity.
The Theban system provides a map that can be used to retrieve information,
however this is simply an animated picture to give the impression of interactivity.
ARCHEOGUIDE’s maps are also non-interactive, although the user’s location
is dynamically represented on the map as he moves through the site.

TArcHNA aims to disseminate its heritage information through the map in-
terface, using the map as the focal point which connects all the information. The
interactivity and usability of our map interface is the key to the provision of all
archaeological information, as it is primarily accessed through the map interface.
Maps are kept as legible and focused as possible by personalising the maps and
the non-spatial information to suit a particular user’s interests. User models are
implicitly produced by the system for the purpose of personalisation.

2.2 User Modelling and Personalisation

Much work has been documented in the literature regarding user modelling.
The motivation for this work is the potential improvement yielded in the col-
laborative nature of HCI [4]. The advancement of user modelling leads to an
improved experience for the user. For a given system, the employment of user
models allows the system to tailor the information returned to each individual
user according to his user model. This has a very broad appeal across all applica-
tions from generating lists of suitable books for a user on Amazon, to delivering
advertisements to a user based on the contents of the web pages viewed in his
browser, by Google’s advertising programmes. These services demonstrate the
significant commercial potential for user profiling.

The development of adaptive systems, which dynamically adapt to the user,
make the user’s goal easier to achieve. User context must be taken into account
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to facilitate system adaption. Nivala and Sarjakoski [5] detail the contexts which
should be considered when designing an adaptive map interface. At the heart
of an adaptive system is a component which creates user models. Of primary
interest to TArcHNA are methods which implicitly collect information about the
user to generate such models.

CHEESE [6] tracks and records mouse movements on a web page. The authors
argue that the user’s positioning of the mouse on a web page subconsciously re-
veals his level of interest in a particular area of the page. This recorded informa-
tion allows the system to create a user model which makes informed assumptions
about the user’s interests. Claypool et al’s Curious Browser [7] records the user’s
actions to generate implicit ratings. Curious Browser focuses on mouse clicks and
key press actions as the user browses the web. CHEESE and Curious Browser
infer users’ interests from non-spatial data.

CoMPASS [8] provides personalised maps to its users. It employs implicit pro-
filing, monitoring a user’s interactions with its spatial content. The map elements
within the user’s view frame are monitored; the level of zoom, number of fea-
tures and interval between user actions are all monitored to implicitly determine
interest. The information represented in CoMPASS is entirely spatial. Personal-
isation of the spatial data returned to the user is performed. The interface itself
remains unchanged, in contrast to our GIS system, which presents both spatial
map data and non-spatial information to the user. It is an ideal environment
within which to compare and contrast the system’s prediction accuracy of user’s
intentions with textual, non-spatial and spatial data. Our system is designed
to explore users’ mouse movements over spatial data and associated non-spatial
data such as text and images in order to generate a personalised interface and
dataset for a given user.

3 TArcHNA System

TArcHNA intends to develop new models and tools for accessing archaeological
heritage. We have developed two applications incorporating GIS technology: a
Web-based application, and a mobile PDA application. These applications share
the same basic architecture and can each be used as an extension of each other,
or as independent applications. The dataset is comprised of both spatial, and
non-spatial data such as text, pictures, and movies.

3.1 Web-Based Architecture

The TArcHNA GIS GUI and functionality is based on OpenMap [9]; an open-
source Java based mapping toolkit provided by BBN Technologies. It is pro-
grammed in Java and is designed to be embedded in a web page so that it is
available to everyone who wishes to access it. The maps used by the application
consist of spatial data and orthophotos of the selected area. The spatial data is
organised in ESRI shapefile format and the photos in JPG format. All data files
are stored in the directory within which the application is running in order to
reduce access time. Map Properties Files (MPF files) are used to organise the
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data that describe the layers comprising a map and specify how the map is to
be viewed. These data files are not the only primitive files TArcHNA GIS uses.
Maps constitute part of the application’s data, and are organised in a hierarchi-
cal fashion. Each child shows an area of its parent map in greater detail. The
user obtains further detail as he moves further down the hierarchy. The user
can move through this hierarchy, by clicking on active points in the map which
provide the mechanism for jumping to the next map in the hierarchy. These
locations are described in CSV files and are organised in layers.

Detailed narrations have been compiled by expert archaeologists at various
levels of detail ranging from tomb overviews, to details on individual chambers of
the tomb, to wall paintings and artefacts found within a given chamber. These
narrations, accompanying pictures, movies and sound files are all available to
the user through the system’s interface by interacting with the map. When a
spatial object is selected on the map, we can conclude that the user requires
further information about that object. In this case the application would send a
query to the database. The query, sent using SOAP calls, would return a result
from the database in XML which would be parsed and displayed to the user
in the information browser. However, due to the large volume of information
available to the user, we perform a transparent personalisation step at this point
to customise the users display. This is described in detail in section 4.

Fig. 1. System Architecture with enlarged PDA screenshot

The web-based application takes advantage of the powerful processors on desk-
top computers, allowing for a wide arrange of functions and user interaction. The
basic functionality offered by the web-based application allows the user to:

– Navigate around the maps by using zoom and pan buttons.
– Access all available maps by choosing a map from a list or by clicking relative

locations on the map.
– Access information on objects shown on the map by clicking them.
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– Make area-select queries. The user can specify an area on the map, and the
application retrieves information on the objects in that area.

– Create a list of archeological items that are of interest to the user. This list
can be created and exported to the mobile application.

3.2 Mobile Application

The mobile application is a modified version of OpenMap designed to work
within the compact environment of the PDA. It is programmed in the Java2ME
Personal Profile environment as it provides a stable, versatile environment to
build mobile applications. The mobile application is designed for use while in the
field, visiting archaeological sites. It offers the user the same basic functionality as
the web-based application, with some simplifications and adjustments to suit the
smaller screen, lesser CPU power and use of a stylus. In addition the users exact
position and overall route can be represented on the map using a GPS receiver.
The mobile application uses the same data as the web-based application. The
shapefiles and orthophotos are stored on a storage card in the device. The MPF
is used again to organise the map layers, however, the use of the device in a
specific area eliminates the need to accommodate a map hierarchy. The user is
simply given a list of detailed maps in his immediate area from which he can
choose as he roams. In order to keep implementation as simple and reliable as
possible, this application does not communicate wirelessly with the information
database. A pre-made dataset from the database is loaded onto the device before
the user leaves base. The contents of the pre-made dataset are determined by
the user’s profile as described in section 4.

4 Personalisation

The system’s data repository is continually growing as new tombs are discov-
ered and documented. In order to make the data more manageable to the user
it must be filtered, reduced and simplified. Many proprietary systems currently
offering ‘personalisation’ merely allow the user to change the colour of the in-
terface components, or fonts. Our systems concept of personalisation is much
deeper than this. The system architecture is the foundation for an intelligent
system dealing with both spatial and non-spatial data. It monitors each user’s
interactions with the system and builds an implicit user model as they interact
with the system. The manner in which this information is captured, and will
subsequently be utilised to create a personalised user experience is central to
our unique approach.

4.1 Intended Users

There are three broad classifications of intended users of the TArcHNA system:
1) Novice tourist users 2) returning advanced users and 3) expert users. Tourist
users are treated as a group of one-time users, however it is expected that as a
group they will have similar interests and preferences. To this effect, we treat
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Fig. 2. Web-based application screenshot

them as a collaborative family of users, where each user contributes to create an
overall, generalised, unified model of a tourist. Their use of the system is expected
to be once off, either on a mobile system on-location, or a desktop system at a
kiosk in a museum. Returning users on the other hand are likely to have more
interest in the region than an average tourist. Such users include archaeologists
and historians. Their use of the system occurs both in the field as a mobile GIS,
and on remote desktops as a web-based GIS. Each of these users are modelled
individually for their own unique profile. They are also more broadly classified
into advanced and expert collaborative user families. The expert users of the
system include the archaeologists who update the information in the system.

4.2 User Model Construction

By storing user preferences in user models, the system can return data and
functionality with increased relevance for a particular user. In order to learn the
user’s preferences, it must continually monitor his actions and interpret them
to infer likes and dislikes. Interaction with the system falls into two distinct
categories; spatial and non-spatial interactions. At present our system focuses
on spatial interactions.

Mouse actions are continually logged in a database. The time a mouse move-
ment or click takes place, the duration of each action, and its location in relation
to the spatial information displayed (tomb location) are all recorded. Further to
this, zoom and pan actions, explicit searches and object placement within the
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frame of the map are all taken into account. Mueller et. al [6] have shown user’s
mouse actions to be indicative of their interests with non-spatial data. Early in-
dications of our implementation are that the user’s subconscious mouse actions
with spatial data also positively disclose their implicit interests.

TArcHNA GIS, at an early stage of development, focuses on the collection
of spatial data, however it is intended that this data will be combined with the
information gleaned from interactions with non-spatial data to strengthen any
assumptions made. Data such as hyperlinks followed in the documents returned
to users, keywords indicating their subject matter, and the duration of viewing
a page are all expected to be taken into account. While the user monitoring
structure is under development, the interpretation process of the user’s actions
and subsequent personalisation by the system is still at a conceptual stage.

4.3 Personalisation Functionality

As described in section 3.1, the dataset for the system is stored remotely. Re-
quests for information are acknowledged by the interface, formatted as XML
and are sent to the database. They are sent via the modelling component which
acts as an intermediary between the client’s interface and the vast quantity of
information stored on the remote server. It dynamically builds personalised re-
quests for information, and sends them to the remote server as XML on the
client’s behalf. The remote server fetches the required data, and formats a reply
in XML. This XML file is parsed initially by the user modelling component,
which screens the remote server’s reply to ensure it suits the needs of the user in
question. The implementation of this section remains at an early stage while the
data collection functionality is being developed. However we expect it to develop
using well-established techniques ([10,11]) for non-spatial web data, following the
basic steps of data preprocessing, pattern recognition (e.g. K-Nearest-Neighbors
and association rule mining), and pattern analysis. These techniques, subjected
to appropriate modification for spatial data form the basis for our system’s data
personalisation component.

Further personalisation of the information may need to be carried out at this
stage such as the elision of extraneous data, [12] by placing it on (a) subsequently
linked page(s). The personalised response is then passed to the client side, which
parses the XML, and visually renders it for the user as HTML, displaying links
to other relevant information, pictures, videos and sound files. The user then
interacts with this newly reduced data and/or further spatial data. Throughout
the duration of the interaction his actions are continually logged as described in
section 4.2, and stored on the modelling server. We have conducted a skeleton
implementation of this personalisation functionality, however, it remains largely
conceptual and subject to change as the user modeling component develops.

4.4 Personalisation of Display Content

HCI in GIS is complicated by poorly designed interfaces, and information over-
load. Our system architecture is designed to both personalise the interface;
displaying the map data appropriately, giving the user access to the tools he
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needs, and personalise the dataset, reducing information overload. The user
models created by the system provide information about a user’s preferences
for data display and content.

Interface Personalisation. Screen real estate is an expensive commodity. An
interface must be arranged efficiently to avoid clutter, but must also display
enough data and functionality to reduce the number of steps a user must follow
to complete a given task. Different user groups have distinctly different informa-
tion display and manipulation needs. For example, our tourist family of users
are mostly passive, absorbers of the information supplied to them by the sys-
tem. They have little need to manipulate the data, in contrast to an advanced
user, who might need any number of manipulation tools to work with the data
returned to him.

We aim to provide a single adaptive interface to all users which will provide
them with the functionality they most likely require, and the relevant data dis-
played in the most desirable format to suit their needs. The user model defines
the personalised format of the interface. Functionality that the user made use
of, or avoided in the past is weighted accordingly to determine the functions
available in the quick access toolbar on the interface. Moreover, each user may
favor various components of the interface to varying degrees. E.g. A user with
a narrow spatial aptitude may find it difficult to interpret the spatial data pre-
sented in the maps, and might favor a smaller map window, with more emphasis
being placed on the text window, or a larger display window for pictures.

Dataset Personalisation. Information overload is a common problem associ-
ated with the wealth of information available to computer users. A web search
for the term “car” returns over 1.5 million results. This is simply too much infor-
mation for one person to handle. Web search engines deal with this problem by
ranking the results. In theory the first result should be the most authoritative
site for the term “car”, with the last site being the least authoritative. TArcHNA
has a large quantity of spatial and non-spatial data available to it. Returning all
of this information to any user would cause information overload.

Information overload is tackled in TArcHNA by reducing the dataset returned
to the user, making it easier for the user to find what he is looking for. Non-
spatial data is handled similarly to the web search analogy; it is ranked based on
its suitability for a given user. For example, if a users profile indicates that he is
interested in ceramic artefacts, when he searches for tombs from a certain era,
those with information on ceramics will be given more prominence on the display.

Spatial data can also be ranked by suitability for the user. Similarly to non-
spatial personalisation, it is carried out based on the information in the user
profile. For example, if this information indicates that the user is particularly
interested in tombs of type x in a given locality, then tombs of type x in the
immediate area will have a greater relevance ratio than other tombs, and will be
displayed appropriately.

User Families. Generating each user’s interface and dataset dynamically from
their user profile presents a problem when a new user wishes to use the system.
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Which tools should be included on the interface? How should the display compo-
nents be laid out? What data should be given a higher preference? - The classic
cold start problem [13]. In order to solve this, users are further grouped into
collaborative “families” of users as mentioned in section 4.1. The tourist family
model is a representation of the typical settings that suit the average tourist.
The more tourists use the system, the more accurate this average becomes.

Individual models are not stored for tourists, as they are considered one-
time users of the system. Advanced and expert users have individual models
which are maintained by the system, these models are grouped together to form
collaborative models to suit the average advanced or expert user respectively.
When a new user wishes to interact with the system, the interface suitable for
his particular user family is initially presented to him.

5 Future Work

The architecture for our system has been put in place as described and is subject
to constant modification as it develops. While the system is fully functional, the
personalisation component is yet to be completed. This component awaits further
development to fully avail of all the information currently collected from each
user’s interactions in order to personalise the display and content accordingly.

As the system’s development is still on-going, there is an extensive amount of
future work we wish to cover, and a number of caveats mentioned in the literature
of which we must take heed. The narrowing of a user’s options is an example of
such a caveat. Both interface and dataset personalisation inevitably leads to the
narrowing of user’s options. If a user continually uses function X and Y from
the quick access toolbar, function Z might be removed due to disuse, refining
his choice of functionality. If the user’s dataset is also continually refined, after
a while his overall scope will be greatly diminished. As a temporary solution
to this problem the user has access to a full list of functionality and spatial
data layers from which he can add any additional functionality or data to his
interface. We expect to resolve this problem with a more intelligent algorithm
and a more concrete implementation.

Following the completion of the personalisation functionality, we aim to make
a full assessment of the system in order to document its strengths and weak-
nesses. Our work will contribute to the GIS community by strengthening spatial
data recommendations made to the user based on inferred user interests from
spatial data interactions.
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Abstract. This paper presents ASTIS, a framework for the design and genera-
tion of adaptive spatio-temporal information systems for the historical study of 
natural hazard risks. ASTIS is based on a modular architecture in which every 
module can be personalized by the designer in order to meet the needs of differ-
ent kinds of users. Personalizations are performed through a model-driven  
approach, each module is generated from specific models, conceived by the de-
signer. A data management module allows personalizing the content of the  
application via data viewpoint mechanisms. A presentation module allows de-
signing personalized interactive visualizations. Finally, an adaptation module  
is in charge of performing the appropriate personalizations at runtime, in order 
to adapt both the content and the presentation of the information to the user 
characteristics.  

1   Introduction 

Spatio-temporal information systems are frequently used nowadays for natural hazards 
management. Designers of spatio-temporal information systems dedicated to natural 
risks (called hereinafter ISNR) have to face a series of difficult problems. Managing 
spatial and historical data about natural hazards means tackling issues related to the rep-
resentation and the visualization of complex and three-dimensional (spatial, temporal 
and thematic) information. Such issues typically require capabilities of multidimen-
sional visualization of complex information, completed with interactive mechanisms, 
which allow the execution of visual queries on each dimension of the information [5]. 
Moreover, although natural risk management is a multidisciplinary field and requires 
applications to meet the needs of various kinds of users (earth scientists, regional plan-
ners, decision makers, etc.) with different computer literacy levels, existing systems are 
often targeted only towards the expert users. In order to improve their usability, ISNR 
should be adaptable to the numerous and relevant characteristics of the users, like their 
interests, roles, objectives, levels of expertise, etc. 

However, very few researches are oriented towards the design of adaptive spatial 
or spatio-temporal systems. Most known approaches come from the domain of mobile 
tourist guides. Most approaches (e.g. [1], [10]) provide adaptation mechanisms for the 
location of the users. Some of the works focus on adaptation mechanisms to the lim-
ited capabilities (in terms of display and memory size) of the mobile devices [14]. 
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Few researches take into account the user profile for the adaptation. Nivala and 
Sarjakoski [10] adapt the style of the maps to the age and skills of the users. Zipf et 
al. [18] proposed an adaptive framework that takes into account the cultural  
background of the users in order to adapt the graphic styles of the displayed maps. 
Unfortunately, most of these researches handle only some aspects of presentation ad-
aptation, while content adaptation to the users is ignored. To our knowledge, only 
Nivala and Sarjakoski [10] provide some content adaptation mechanisms, under the 
form of use cases (adapting the map data to the task performed by the user) that users 
can choose, which are hardcoded within the application structure. Because adaptabil-
ity is not taken into account from the design phase, most existing approaches provide 
only superficial personalization mechanisms. Moreover, the adaptation mechanisms 
are intermingled with the application logics, which makes their reuse or extension 
very difficult [13]. 

We focus on the design of adaptive STIS applications, i.e. applications that adapt 
themselves to the users without requiring their intervention ([4]).  We argue that 
adaptation and adaptivity should be taken into account from the design phase, and 
that adaptation mechanisms should target both the content and the presentation of 
the STIS applications. This paper presents ASTIS (Adaptable Spatio-Temporal 
Information System), a modular framework that allows designers to conceive and 
generate adaptive and interactive ISNR. This framework relies on a previously in-
troduced architecture, called GenGHIS [8], which allows generating ISNR designed 
for a specific application domain by creating a specific data model. GenGHIS relies 
on the use of a object-based knowledge representation system extended with space 
and time called AROM-ST [11]. The interface of GenGHIS allows users to visual-
ize the data in an interface displaying three frames, corresponding to the spatial, 
temporal and thematic views of the data. ASTIS extends the GenGHIS architecture 
with mechanisms that enable the personalization of both data and presentation. The 
data management module has been extended with data viewpoint mechanisms that 
enable content personalization by deriving personalized data schemas from the ini-
tial data schema of the application. A presentation module allows designers to cre-
ate personalized presentations that integrate well-proven dynamic and interactive 
visualization techniques like brushing and linking ([2], [3], [9], [6]). ASTIS also 
includes an adaptation management module, which automatically performs at run-
time the personalizations required by the designer. We follow a model driven ap-
proach for personalization, each module is generated from specific models (for data, 
presentation and adaptation) created by the designer. In order to assist the ISNR 
designer in the modeling task, ASTIS offers, for each module, generic models that 
they can extend by specialization and/or by instantiation. This way, the ISNR de-
signers can generate interactive STIS applications that can adapt themselves to the 
end-users by relying only on a modeling approach. 

This paper is organized as follows: in section 2, we present the general structure of 
the application and its principles. Section 3 describes the general aspects of adaptation 
management. Section 4 and 5 detail our approach for generating adapted contents  
and adapted presentations. Section 6 concludes and gives some directions for future 
development. 
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2   Overview of the ASTIS Framework 

Our approach relies on creating open modules, able to perform generic tasks of data 
acquisition, management, analysis, interrogation and visualization of spatial, temporal 
and thematic data. In order to adapt each module to the particular needs of their appli-
cation, ISNR designer create models that describe the structure and the dynamic be-
havior of the application. In order to assist the designers, for each module we propose 
general models, from which they can design their specific models by specialization or 
instantiation. 

ASTIS is composed of three main modules (see Fig. 1):  

1. The data module has two main functions: i) it is in charge of the storage, interroga-
tion and analysis of data in conformity with data models created by the designers 
and ii) it allows designers to instantiate their data models by data acquisition proc-
esses from external sources (different standard formats are supported, like mif/mid, 
dbf, xls, shp, etc.), in order to populate the knowledge base that serves as support 
for the application.  

 

Fig. 1. General architecture of the ASTIS framework 

2. The presentation module has two main functions, performed in conformity with the 
presentation model specified by the designers: i) it allows to transform data from 
the storage format into the presentation format applying the required style options 
and, possibly, analysis options and ii) it displays the presentation data through 
visualization interfaces structured according to the presentation model, containing 
synchronized spatial, temporal and thematic frames, and their respective widgets 
(buttons and controls), allowing end users to execute visual queries. 

3. The adaptation module controls the two other modules, adapting the application to 
the profiles of the end-users in terms of content and presentation. It has two main 
functions: i) it allows designers to describe the users of the application (groups or 
individuals) and the way in which the application should adapt to them (through 
adapted data and presentation models), by instantiating the generic adaptation 
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model, ii) at runtime, it performs automatically (without any action from the end-
users) the adaptations described by the designer in the instantiated adaptation 
model, by choosing the appropriate data and presentation models and/or by apply-
ing them the appropriate transformations.  

In the next sections, we give an overview of the adaptation process and then we de-
tail our approach for content and for presentation adaptation. 

3   Adaptation Process  

Adaptivity aims at providing end users with the appropriate informational content, 
under the appropriate form, with regard to their objectives, profession, interests, ex-
perience, cultural background, etc. All these user characteristics result in different 
informational needs and should be used in order to determine which relevant data are 
to be presented to them. We group all these characteristics under the concept of user 
viewpoint. The viewpoint defines a particular perspective on an application of a cer-
tain group of users, as a result of their objectives, profession, etc. Other targets for the 
adaptation should be considered as well. The expertise level defines the experience of 
users with the application, with the field of the application and with computer tools in 
general. This should be reflected by the complexity of the visualizations and of the 
functionalities that are offered to different users.  

In order to adapt to each individual user, the system must store some information 
about them, which is described using an object oriented user model. User descriptions 
are considered at different aggregation (and abstraction) levels. The concept of group 
(class Group in Fig. 2) simplifies the work of the designers and gathers the common 
characteristics for sets of users. One group can be composed of other groups, thus it is 
possible to specify more or less general methods of adaptation. For example, the de-
signer can define a group of “geologists” (this implies a certain viewpoint on the data 
and certain visualization methods), composed of a group of advanced users (in terms 
of skill computer literacy) and a group of beginners, in order to differentiate the com-
plexity of the functionalities available to the two sub-groups.  

 

Fig. 2. The user model of ASTIS 

In ASTIS, adaptivity is based on a three-stage process. First, the designer defines 
the initial data model and the initial presentation model of an application. Then, he 
has to define the adaptation model. This means i) defining “views” of an application, 
by describing a set of informational contents (viewpoints on the data) and a set of 
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presentations and ii) defining the user profiles, by defining the potential groups of 
users and by associating to each group their respective viewpoints corresponding to 
their preoccupations. iii) at runtime, the system filters the set of possible “views”, 
selecting for each user the “views” that correspond with their needs. We detail herein-
after the description of viewpoints (content adaptation) on data and, respectively, on 
visualizations (presentation adaptation) within ASTIS. 

4   Content Adaptation Through Data Viewpoints 

Content adaptation is centered around the concept of data viewpoint, which defines a 
particular perspective on the application of a certain group of users, as a result of their 
objectives, profession, etc. In ASTIS, defining a data viewpoint means deriving from 
a unique and global data schema of an application, multiple and partial schemata, 
containing information concerning different perspectives (see Fig. 3). Thus, a data 
viewpoint defines: i) a data schema containing “new” classes, associations, attributes 
and roles (see, respectively, classes Viewpoint Class, Viewpoint Association, View-
point Attribute and Viewpoint Role in Fig.3) and ii) a mapping for entities from the 
base data schema to the derived one (see the relations base class and base association 
in Fig.3). 

 

Fig. 3. Viewpoint structure in ASTIS 

The designer can use several mechanisms for deriving viewpoints: 

1. Masking classes and associations, attributes and roles; 
2. Masking irrelevant objects and tuples, by using filtering queries that allow only the 

relevant ones to be included (the Objects Query attribute for the class Viewpoint 
Class and, respectively, the Tuples Query attribute for the class Viewpoint Associa-
tion); 

3. Renaming classes, associations, attributes and roles; 
4. Merging classes that are related through associations into only one class (the Value 

Query attribute in the Viewpoint Attribute class allows retrieving the value of the 
attribute from attributes of classes linked to the base class), or splitting one class 
into several ones (by defining several classes from the same base class); 

5. Defining new classes, using queries to cluster objects of the same type (by using 
the Object Query attribute in class Viewpoint Class).  
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Let us illustrate on a short example how the above mechanisms can be used. Let us 
suppose that a designer is creating an information system for landslide risks. Starting 
from the base data schema (see Fig. 4a) the designer wants to describe a “regional 
planner” viewpoint (see Fig. 4b). This requires masking irrelevant classes and asso-
ciations, for instance, geological information about landslides (class Geological Layer 
and the corresponding association) will simply be left out. 

 Further on, let us suppose that in the base data schema, landslides are recorded not 
with their exact location instead they are included in larger probable landslide loca-
tion sites (see class PLL Site in Fig. 4a). However, this aspect should be made trans-
parent for regional planners. As a simplification, the “regional planner” viewpoint 
merges the two classes (Landslide and PLL Site), it leaves aside (masks) the Serial 
attribute and defines the location of the landslide as the PLL site location. An AML 
Value Query that allows inferring the location attribute is:  

 

Fig. 4. Example of a base data schema (a) with a derived “regional planer” viewpoint (b) 

this.Location = this! On.PLL Site.Location 

Another transformation consists in renaming the main class (Landslide) into Major 
Risk Landslide, and to include in it only objects of interest to regional planners, i.e. 
landslides which present a major risk for the population or the infrastructures. An 
AML Objects Query that allows retrieving the objects member of the new class is: 

this.objects = set (l in Landslide: (exists v in Place: 
distance (l.Location, v.Location) < 500 or exists r in 
Road: distance (l.Location, r.Shape) < 100) and 
l.Displacement > 500) 

This query allows presenting to regional planners only the landslides bigger than a 
given threshold (a displacement superior to 500 kg.) and which, by their position 
close to inhabited places or roads (within 500 m. of inhabited places or within 100 m. 
of roads), might present a potential danger. 

It is important to notice that this viewpoint derivation mechanism is usable only for 
data viewpoint visualization, because only the mapping from the base data schema to 
the derived one is provided. In order allow end users to update the data through a certain 
viewpoint, the inverse mapping should be provided by the designers. However, for 
some situations, considerable efforts are required from the designers in order to provide 
two way mappings and to insure that the mappings are consistent That is  
why we are currently working at implementing automatic viewpoint management 
mechanisms into the AROM-ST language, which would automatically insure data con-
sistency, simplifying the design work and allowing to remain at a conceptual level.  
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5   Presentation Adaptation  

In order to create interactive presentations, it is necessary to follow two successive 
steps. The first step defines the static structure of the presentation, the elements that 
compose the presentation and the manner in which they aggregate into more complex 
elements (for example, the layers form frames and the frames form visualizations, 
etc.). The second step defines the behavior of the various structural elements (changes 
that they undergo) during the interaction with the user.  

Presentations in ASTIS encompass four aggregation levels (see Fig. 5). ASTIS 
transforms each basic informational unit (i.e. an attribute in an object) in a visual ele-
ment, displayable on the screen. This implies a conversion of this attribute from the 
storage format (class Attribute) towards the display format, which can be graphical or 
textual (class Visual Element), by applying a series of style options (class Style). 

A layer defines a set of visual elements belonging to objects of the same class. It is 
the equivalent of a set of attribute values from the data (for instance, the set of village 
contours). Multiple layers can be defined from the same class of objects, as different 
attributes can be used to represent the same object. For instance, a class of geographic 
objects (villages) can be represented on a map by different layers: one layer could 
contain the geometrical shape of the villages, while another layer could contain the 
center points of the same villages. A frame (map, time diagram or table) is composed 
of layers. Several synchronized frames can be aggregated to form a visualization. 

In order to allow users to grasp all the aspects of information related to natural 
risks, ASTIS allows visualizing data according to three viewpoints simultaneously: 

− Spatial frames (see class Spatial Frame in Fig. 5) allow visualizing data in their 
spatial context and executing spatial queries; 

− Temporal frames (see class Temporal Frame in Fig. 5) allow visualizing data in 
their temporal context and to carry out temporal queries; 

− Informational frames (see class Thematic Frame in Fig. 5) allow visualizing infor-
mation in a textual form and to carry out queries in this form.  

The interface of ASTIS is interactive, allowing the user to execute visual queries 
and to view their results. Each action of the user on one of the frames of the applica-
tion triggers two successive actions of the system: i) the query is interpreted and car-
ried out and ii) the results are displayed on all the frames in a synchronized way.  

Two complementary mechanisms are available for making visual queries: 

1. Masking (hiding) objects that are not significant, by filtering mechanisms on spa-
tial, temporal or thematic criteria. The main idea of masking is that, at any given 
moment, an object must either be visible on all the frames of the application or in-
visible on all of them. If the user masks an object on one of the frames, the system 
masks all the aspects of the object in all the frames. For example, when a user 
moves the map so that the geographical position of a landslide is not visible any 
more, the point that represents this event on a temporal frame disappears, as well as 
the thematic information (displayed on a thematic frame) describing it.  
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Fig. 5. The presentation model of ASTIS 

2. Highlighting significant objects by selecting the objects that are in conformity 
with spatial, temporal or thematic criteria. Object selection (brushing) is an interac-
tion technique used for a long time in the field of spatial interfaces [3], and for 
multi-view spatio-temporal interfaces [6]. Selection allows obtaining detailed in-
formation on some graphic objects. By employing it in conjunction with masking, 
it is possible to explore data in a very effective way: filtering allows quickly (but 
also with coarser grain) excluding irrelevant objects and the selection allows refin-
ing the query by including only the relevant objects. 

Although complementary and similar, the two mechanisms are not identical in their 
functioning: masking affects all the layers composing a frame. Highlighting can be 
applied only to one layer at a time, while the user has the possibility to change the 
active layer for selection. Each interaction of the user with the interface of ASTIS is 
interpreted as a query: the contents of the frames are refreshed permanently in answer 
to the actions of the user. The queries are formulated using the algebraic modeling 
language (AML) of AROM-ST. The general form of a query for each data layer is: 

set (object in Class: SR and TR and ThR) 

The expression of the query for displaying a layer is a filter defined upon three re-
strictions: a spatial restriction (SR), a temporal restriction (TR) and a thematic restric-
tion (ThR).All types of frames allow object selection: 

SR (or TR or ThR) = object member SelectedSet 

Spatial and temporal frames allow masking instances by zooming or panning, dis-
playing only the instances situated in the visible spatial zone (viewport): 

SR = intersects (object.Geometry, viewport) 

Thematic frames allow combining sorting with the selection of objects (a technique 
called focusing [2], [7]). The user can sort instances displayed in a thematic frame by 
increasing or decreasing order of attribute values, and then they can use selection on 
the sorted set of instances. It is thus possible, for instance, to sort landslides by size 
and to select only critical ones (those which exceed a certain threshold). 

After the execution of the query, the system must display its results on all the 
frames of the application. In order to allow the users to visualize sets of multidimen-
sional and complex information, ASTIS uses synchronization mechanisms (or linking 
[2], [6]). Our use of synchronization in ASTIS is based on the idea that all the graphic 
elements, describing aspects of the same object in different views, must be coherent at 
all times. The visual state (visibility, invisibility, activation or deactivation) is a  



154 B. Moisuc et al. 

feature describing the object as a whole and must be reflected on all the visual elements 
describing it. Synchronization allows following and visualizing the various aspects of 
the same complex object through several views. Spatio-temporal objects can thus be 
known in their thematic aspects as well as in their spatial and temporal aspects. 

 

Fig. 6. Example of synchronization in ASTIS 

In ASTIS, the synchronization mechanism has been extended in order to allow the 
visualization of relations between objects. The visual state is transmissible between 
objects that are related in the knowledge base. By selecting an object in a view, for 
example, it is possible to find the objects linked to it in the other views, these latter 
being highlighted. Let us take the example of a visualization dedicated to avalanche 
risks (see Fig. 6). By selecting the contour of a village, one can see in the spatial 
frame all the avalanche sites which intersect it. This, in turn, allows seeing (in the 
spatial and temporal frames) the avalanches that have affected these sites (and thus, 
the village). 

Viewpoints may influence not only the data to be presented to users, but also the 
way the data are presented to them [15]. In order to build customized presentations, 
the ISNR designers must instantiate the model presented in Fig.7, which is a simpli-
fied version of the presentation model of ASTIS. Once the model created, ASTIS 
reads it and generates a presentation in conformity with the model.  

The model allows designers to create layers by specifying for each layer the class of 
objects (attribute Class in class Layer) and the specific attribute which composes it. The 
attribute is of spatial type for the spatial layers (attribute Spatial Attribute) and of tem-
poral type for the temporal layers (attribute Temporal Attribute). In order to create the-
matic maps and thematic time diagrams, the designer must also specify the thematic 
attribute (attribute Attribute of the class Thematic Spatial and, respectively, Thematic 
Temporal). The Link class allows synchronizing the data layers, the designer must spec-
ify the association or the succession of associations (attribute Association Path) con-
necting the classes of the two layers in the data model. This is necessary only for the 
visualization of the relations between objects, the synchronization of the various aspects 
of the same objects being managed automatically by the system. 



 Designing Adaptive Spatio-temporal Information Systems for Natural Hazard Risks 155 

 

Fig. 7. The presentation model to be instantiated by the designers 

In order to complete the specification of the presentation, the decomposition of visu-
alizations into frames and of the frames into layers must be described. The designer may 
describe alternate layers for the creation of the frames. This allows, for example, creat-
ing a map which contains two layers: i) a spatial layer with the outlines of the com-
munes of a certain area and ii) a thematic spatial layer which is a representation  
by means of proportional circles of the population of the communes, a representation by 
proportional circles of the GNP of the communes or a chloropleth representation of the 
GNP/population ratio of the communes (see the example in Fig. 8a). 

 

Fig. 8. Comparison of two viewpoints for the same application 

We now give a small example of how presentations can be customized for a certain 
viewpoint. Let us consider the design of presentations for a “regional planner” and a 
“tourist” viewpoint in an application dedicated to the study of avalanche risks (see 
Fig. 8). Some content differences can be noticed between the two visualizations the 
regional planner viewpoint includes data such as villages GDP, population, risk alle-
viating investments, etc., while the “tourist” viewpoint contains data related to sights, 
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restaurants and accommodation. Leaving aside the context differences, the structure 
of the presentations also differs. In designing a presentation for regional planners, the 
temporal perspective is very important. The likeliness of reoccurrence of avalanches 
is very important for making informed regional planning decisions, so a presentation 
for a “regional planner” viewpoint should include a temporal frame in order to allow 
temporal navigation. It should also include, most likely, maps and time diagrams with 
layers based on spatial and temporal analysis methods. These presentations should 
help them make decisions for alleviating risks as much as possible with expenses as 
little as possible. For a “tourist” viewpoint on the same application, other types of 
visualizations could be suitable. As tourists are interested the very short term (one or 
two days) forecast of avalanche risks, a temporal frame might not be necessary. Fur-
ther on, the presentation could rely more on visual symbols than on displaying textual 
information. Last, but not least, the amount of visual detail displayed by the two pres-
entations differs, as it is considered that regional planners have a high level of exper-
tise with spatial applications. 

6   Conclusion and Future Developments 

We presented in this paper an environment for the design and the generation of spatio-
temporal information systems dedicated to the study and management of natural hazards 
risks, called ASTIS. ASTIS proposes an approach allowing ISNR designers to generate 
spatio-temporal information applications only by creating conceptual models. By creat-
ing appropriate models, designers can configure each of the three modules of the archi-
tecture (the data, presentation and the adaptation modules) in order to obtain application 
that allow content and presentation adaptivity to the user’s viewpoints. 

Our approach is currently used for the generation of an ISNR dedicated to the mul-
tidisciplinary study of several classes of natural hazard risks (landslides, avalanches 
and floods) called SIRHEN. The SIRHEN project gathers scientists (geographers, 
geologists, historians and computer scientists), decision makers and regional planners 
and aims at a better knowledge about natural hazard risks, in order to allow for better 
decisions of land development.  

A first direction of development of our approach was already mentioned, aiming at 
simplifying the work of the designers for viewpoint management, by including auto-
matic viewpoint management mechanisms in the object-based knowledge representa-
tion system AROM, used by our framework. 

Other current researches are aimed at improving the adaptive mechanisms. In the 
current state of development of the application, only features of the user (viewpoint, 
expertise level, etc.) are taken into account for the adaptation.  Being given the devel-
opment of ubiquitous computing and the fact that field work is essential in the natural 
hazard risk management, we plan to add to ASTIS automatic (without the need for an 
intervention from the designer or from end-users) support for adaptivity to features 
related to the user context. These features include the access devices of the users, their 
location, time and their current activity.  
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Abstract. The research presented in this paper introduces the princi-
ples of a multi-dimensional contextual approach for adaptive GIS. The
framework makes the difference beetween the user, geographical and de-
vice contexts. The geographical context is modelled according to the
location of the user, the region of interest, the extent of the region cov-
ered by the diffusion of the data, and the place where the information is
processed. This characterization allows for the study of the different con-
textual configurations, and their impact on the design of mobile services.
The framework is applied to maritime navigation.

1 Introduction

Technological advances observed over the past few years have favoured the emer-
gence of mobile computing as a novel trend for information diffusion. On the one
hand, this opens many opportunities for fullfilling the large range of user needs,
but on the other hand current mobile systems often suffer from many limita-
tions such as a lack of connectivity, poor interface design and a dramatic lack of
memory and computing power.

Nowadays, recent progress made in energy consumption and computing power,
display and memory sizes, and interactive tools have reached a threshold that
allows GIS research and development communities to explore novel mobile ap-
plications and interfaces. One of the most important technological trends is the
progressive integration of different communication techniques that allow mobile
GIS and appliances to integrate, process and exchange data using wireless com-
munications. Another trend is the integration of geolocalisation systems within
mobile appliances that deliver geographical information for embedded GIS ap-
plications [1][7]. These technological advances offer new opportunities for the
design and development of mobile GIS.

The research presented in this paper introduces a context-aware mobile GIS
that integrates adaptive interaction techniques. We define an adaptive GIS as
a generic GIS that can be automatically adapted according to several contexts
defined by (1) the properties and location of the geographical data manipulated,
(2) the underlying categories that reflect different user profiles and (3) the char-
acteristics of the computing systems, supporting web and wireless techniques.
This classification has been inspired by a previous work done by Calvary et al.

J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 158–169, 2006.
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[2]. These contexts cover the components of the diffusion of geographical data in
wireless environments. The dimensions identified are of different nature as they
involve data, computing processes and interfaces, and categories of users.

These requirements are not new when studied individually, but less considered
as a whole. For instance, previous work in the field of adaptive GIS introduces
a technology-driven approach for an hardware-based interaction medium [6].
Adaptation of an open GIS layer descriptor to specific user needs and contexts
have been also studied in [11]. A context-sensitive model for mobile cartography
that emphasizes different levels of data adaptation and presentation have been
proposed in [9]. In a previous work, we introduced an architecture and real-
time services for the diffusion of maritime geographical information, at different
levels from the global monitoring of the maritime traffic of a given area [4], to
individual services on request [5].

In order to consider the problem from a global point of view, we introduce a
research whose objective is to develop an integrated contextual-based architec-
ture that considers these different factors and interrelationships. The framework
is developed and applied to maritime navigation, an emerging field of GIS that
combines mobility and distributed services. The remainder of this paper is or-
ganised as follows. Section 2 introduces our modelling of a context-aware GIS.
Section 3 presents a preliminary application of our framework to maritime nav-
igation. Finally section 4 concludes the paper and draws some perspectives.

2 A Generic Model for Adaptive GIS

The main idea behind an adaptive GIS relies in its capacity to automatically
derive its content and interface from a changing environment. This assertion
raises the following issue: the contextual dimensions should be clearly identified,
and supported by flexible and dynamic algorithms, and adaptive computing
processes that support interactions with the users. This constitutes a three-level
modelling environment (Fig. 1) whose dimensions can be characterized by the
user context (i.e. who), the geographical context (i.e. what) and the appliance
context (i.e. how).

The relationships between these dimensions constitute the target of an adaptive
process and the subject of our modelling approach. On the software and
interaction sides, the system should deliver the geographical data the user may
interact with. Geographical data is delivered by a generic communication and in-
tegration layer whose role is to aggregate different data flows from either real-time
infrastructures, or previously stored geographical information, and to
provide an homogeneous source to the adaptive GIS. Another objective of this
layer is the internal data storage, that is, monitoring and storing incoming data
in order to replay sequences of localized events and scenes that present an interest
to the user. As this layer is context independent and constitutes the input of the
adaptive GIS, data replays should be adapted to various targets. For instance,
a whole geographical scene can be simulated off-line for debriefing or learning
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Fig. 1. Context-aware architecture of an adaptive GIS

purposes. A real-time scene can be also enriched with previous scenes to compare
current with past situations [3]. This shows that an adaptive GIS constitutes an
intermediate layer between data integration and presentation. Within an adap-
tive GIS, geographical data should be presented to the user with a specific atten-
tion to her/his characteristics, and the current context. An adaptation process
should integrate elements from different contexts, and apply sorting algorithms
to determine the relevant data, and present them in an automatically generated
human-computer interface. Taking into account the contextual environment, a
mobile GIS should improve the usability and usage of an application. Each con-
textual class owns its proper means to acquire, characterize and store contextual
elements.

The user context reflects the way individual users are sorted into groups of
similar behaviours according to the properties of the data usually requested,
and the user interface usage. The appliance context characterises the internal
specifications (e.g. data transmission speeds and volumes, interface memory),
output capabilities (e.g. display size and resolution) and input capabilities (e.g.
mouse, touch screen, keyboard). These are the main elements of the appliance
context that have to be taken into account by the adaptive process. Appliances
are organised into groups of similar capabilities and can be even composed of
several devices to support groupwork.

These contextual parameters also constrain the design of the user’s interface,
that is, the choice and placement of widgets, the user application dialog and the
functionalities proposed to the user [10].
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2.1 Geographical Context

Geographical data is usually presented to the users by derived views which are
available at a given time and space. Each geographical data view is generated by
an appropriate service that diffuse its data to different users. As a collection of
views, an adaptive GIS is also distributed in space. With respect to the spatial
dimension, several locations of significance have been introduced to characterize
the geographical context of the execution of a given service [8]:

– U : the location of the user and the interface from where the user obtains
GIS-based information. Most of the time, U can be assumed as punctual as
the user is likely to be in front of its appliance;

– D: the region of the data is available;
– P : the region where the data is processed;
– S: the region of interest of the GIS project.

Unlike common GIS where U , P and D are static and direectly integrated within
the user desktop, in a mobile GIS, locations are distributed and dynamic over
space and time. These four orthogonal locations constitute together a multi-
dimensional space whose different configurations can be explored as they are
likely to impact the way a given mobile user interacts with geographical data.
Our intention is to characterize the range of possible configurations, and to
which extent these influence and constrain the services delivered by an adaptive
GIS. The range of possible geographical contexts is given by the combination of
intersecting and non-intersecting binary relationships between these regions (cf.
sample given by Tab. 1).

Table 1. Example of geographical context

When approaching a harbour, a tanker may be guided by an auxiliary vessel, either
from the harbour’s authorities or from the tanker itself (Fig. 2(a)). The data from the
region of interest S is sent over a region D covering the surroundings of the harbour.
The tanker processes approaching operations according to the delivered geographical
data. Those processing results are made available into the region P around the tanker.
The user U on the auxiliary vessel may be able to interact with the data through the
tanker processing capabilities. The geographical context and their interactions are
given by: U ∩ D �= ∅, U ∩ P �= ∅, D ∩ P �= ∅ and S ∩ D �= ∅. As P and U are linked
to the mobile vessel and tanker, the geographical context is likely to change. If the
vessel is moving away from the tanker, then at some point U ∩ P = ∅ and the user
will not be able to receive additional data processing results.

In order to represent the possible configurations, a tabular notation is intro-
duced (Fig. 2(b)). Per convention, a black cell represents a non-empty intersec-
tion, while a white cell denotes an empty intersection between the location of
significance. The combination of these binary spatial relationships generates the
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(a) Context-based geographical distribu-
tion

(b) Corresponding geographical
and contextual relationships:
U ∩ D �= ∅, U ∩ P �= ∅, D ∩ P �= ∅
and S ∩ D �= ∅

Fig. 2. Example of geographical context characterization

complete set of 64 orthogonal contextual configurations presented in Fig. 3. The
primitive contextual configurations of a binary relation can be summarized by
the following roles:

– U ∩ S �= ∅: the user is an actor in the region of interest;
– D ∩ S �= ∅: the data is diffused in a part of the region of interest (i.e. local

data diffusion);
– P ∩ S �= ∅: the process of a service is in a part of the region of interest (i.e.

local processing);
– U ∩ D �= ∅: the user receives some geographical data as she/he is located in

the region of data diffusion (i.e. data reception);
– P ∩D �= ∅: the processing service is available in a part of the region of data

diffusion (i.e. service at disposal);
– P ∩ U �= ∅: the processing service is available to the user (i.e. service ac-

cessed).

The minimum requirements for a service to generate a geographical data view
are the simultaneous presence of a service at disposal and accessed by the user.
This implies at minimum D ∩ P �= ∅ and U ∩ P �= ∅; 16 combinations out
of 64 contextual configurations fullfill this constraint (Fig. 3 - dark grey cells).
However, whenever the location of the user intersects other regions (Fig. 3 - light
grey cells), these cases are of interest, as an adaptation should occur even when
no service is available. For instance, 8 combinations provide no interactions with
the user (Fig. 3 - first line) and cannot be considered by an adaptive process.
The combination [c, 4] illustrates the desktop use of a non-distributed GIS; all
the other combinations denote a certain degree of distribution by the GIS service
components.
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Fig. 3. Possible combinations of the regions of significance into 64 contextual configu-
rations

2.2 Adaptive Process

An adaptive process considers the different contextual parameters, and produces
a target-adapted application. The adaptation occurs on the two main compo-
nents of the adaptive GIS:

– The container, that is, the user interface, by taking into account the user
and appliance contexts;

– The content, that is, the geographical data views provided by the services,
by considering the characteristics of the geographical context.

The adaptation should be performed at execution time, whenever one of the
different contexts change. The user’s context is likely to change when the user’s
behaviour evolves regarding her/his usage of the GIS functionalities and inter-
face. The appliance context should change when the hardware capabilities are
modified. The geographical context triggers some adaptive processes when mov-
ing from one region to another.

Considering the example proposed in Tab. 1, the user on the auxiliary vessel
passes through a series of context cases during the guidance of the tanker to the
harbour. Each step corresponds to an adaptation made of a progressive geograph-
ical context enrichment. Then a service is made available and is accessed when the
data diffusion and processing regions intersect the user location. Fig. 4 illustrates
a possible sequence of contextual configurations changes. Each role within a con-
figuration involves a specific adaptation of the view provided by the service. When
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Fig. 4. Example of geographical context evolution : The auxiliary vessel leaves the
harbour towards the tanker and drives it back to the harbour

the value of another binary spatial relationship is modified, the roles are updated
before re-calculation of the view.

3 Maritime Navigation: Case Study

Our experimental framework has been tested in the context of an international
sailing race. This event has a large audience, and requires appropriate solutions
to diffuse real-time information, from the coastal maritime area to the users
located in the ground. This generates different needs in term of geographical
information usage and appliance. The experimental prototype is composed of
two parts: a wireless network and an experimental adaptive GIS (Fig. 5).

Ships locations during the race are acquired through a real-time infrastructure.
The implementation of the geographical context into different views and an
appliance context divided into several classes of devices are considered by the
adaptive process. The user context is modelled by a generic user group.

3.1 Communication and Data Integration

An important aspect of the adaptation process is its ability to integrate real-time
geolocalisation information that delivers GIS data and influences the geograph-
ical context and related services. A localisation system has been developed and
allows for real-time reception of ship’s positions and a continuous video stream
of the race (Fig. 6). locations are provided by an embedded system available on
ships. This system includes a GPS, a configurable modem, a VHF transmitter
and fulfills several constraints: light weight (less than a kg), long range (5 to
10 km), high autonomy (8 to 10 hours). This module collects and diffuses the
real-time locations of the ships to the ground station (Fig. 6-(d)). The transmis-
sion to the ground station is a VHF communication (Fig. 6-(a)) based on APRS
frames (Automatic Position Reporting System). The ground station is composed
by a VHF receiver and a VHF-to-WiFi bridge that broadcasts real-time data to
a given area (Fig. 6-(c2)). Mobile end-users (Fig. 6-(f)) located in this broadcast
area can access ships’ data, whatever the form of their appliance.

A general drawback of coastal sailing races is the lack of visibility on the
ground, because of the distance to the coast. As real-time positions are crucial,
video streams are provided and offer a concrete service of the geographical data.
The installed video system presented in Fig. 6-(e) broadcasts a video stream of
the race (Fig. 6-(b)) to a given WiFi deserved region (Fig. 6-(c1)).
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Fig. 5. Experimental implementation of an adaptive GIS model

3.2 Services and Geographical Context

Different geographical data views, each associated to a particular service, are
presented to the user. The “2D mapping” service delivers ships location in-
formation. Different levels of zoom are automatically computed several times

Fig. 6. Real-time communication infrastructure
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per minute to provide detailed views on the race activity. The “3D mapping”
service displays similar data but in a 3D view of the region of interest. Basic
displacement and zooming functions in the scene are available using keyboard
combinations. The “Video” service provides a real-time view of the race region.
Zooming and camera movements are also allowed.

Each of these three services encompass a geographical context composed of
the regions of significance, denoted as {U, D, P, S}V ideo, {U, D, P, S}2D, {U, D,
P, S}3D for the user, data, processing and site regions, respectively for “Video”,
“2D mapping”, “3D mapping” services (Fig. 7). As the region of interest is
always the racing area, SV ideo = S2D = S3D. The data server for D2D and
D3D is a computer that collects and stores current and previous ship’s locations
and spreads the data in a 200 meters wide circular area, that is D3D = D2D.
The data server for DV ideo and the processing unit for PV ideo are at the same
location (i.e. image acquisition and video signal compression are done together),
the resulting video stream is sent wireless over a 200 meters ellipsoid region. P3D

and P2D are done by the user appliance, at the same location as U2D and U3D,
respectively. The processing region is only local to the appliance. The service
view at UV ideo output videos and allows for the distant manipulation of the
camera but no processing is done locally. The users are mobile over space and
may intersect or not the data or the processing regions; others regions are fixed
(except when P = U , that is when processing is done on user’s appliance). Two
geographical context changes are identified (Fig.3):

– For video service, change from [c, 4] to [c, 1]
– For 2D and 3D mapping services, change from [c, 4] to [a, 3]

These contextual changes are supported by immediate transitions, that is, with
no intermediary contextual configurations. However, and in order to ensure a
progressive enrichment of the view, intermediate contextual configurations are
inserted between initial and final configurations. A given sequence is constructed
where two successive configurations differs from one and only one role (Fig. 8).
For the video service, these sequences can be represented by [c, 4]�[c, 3]�[c, 1] or

Fig. 7. Geographical context applied to maritime navigation
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Fig. 8. Transition between geographical contexts

[c, 4]�[c, 2]�[c, 1]; whereas for the 2D and 3D mapping services, the sequences
are [c, 4]�[a, 4]�[a, 3] or [c, 4]�[c, 3]�[a, 3]. Fig. 7 presents the case of the users
(a) and (b) interacting with two appliances that run the “2D mapping” and “3D
mapping” services, respectively. The processing is done at the user’s location.
(a) and (b) are located in a region where 2D and 3D data are transmitted.
When the users leave their region, the intermediate context [a, 4] or [c, 3] occurs
simultaneously with the final context [a, 3]. A third user (c) is located in a
region where the “video” service is available. As Pvideo and Dvideo are the same
region, when (c) leaves the region, the intermediate contexts [c, 2] or [c, 3] occur
simultaneously with the final context [c, 1]. The “Video” service view is adapted
when contextual configuration switches to [c, 4] or [c, 1] as follows (Fig. 9(a)):

– [c, 4]: the user is located in the region of video streaming. The adaptive GIS
is enriched with a new view.

– [c, 1]: as the user is outside the video broadcasting region, the service is not
available anymore. On the appliance, no views are provided. The adaptive
GIS is waiting for a new service to come up.

The “2D mapping” and “3D mapping” services share the same geographical
contexts, adaptation processes and changes at the interface level occur as follows
(Fig. 9(b)):

– [c, 4]: the user and the processing services are located in the region of geo-
graphical data diffusion, a view showing either a 3D or 2D map is displayed
on the device.

– [a, 3]: the 2D and 3D services run on the user appliance but no data is
provided. The service does not update the data anymore. On the appliance
side, the view shows the last data received and informs the user that no more
data are available for transmission.

The appliance context is also taken into account by the adaptive process. A
mapping between the generated view and a particular appliance is applied. The
view generated by a “2D mapping” service is displayed on a Java-enabled mobile
phone as this service doesn’t requires substantial graphical capabilities and as it
is adapted to small displays. The “3D mapping” view is adapted to the desktop
PC with sufficient computing power and memory. The “Video” view is displayed
on a mobile PDA. Regarding the appliance a user is interacting with, the services
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(a) Adaptation to contexts [c, 4] and [c, 1] of
the video service

(b) Adaptation to con-
texts [c, 4] and [a, 3] of
the 2D mapping service

Fig. 9. User-interface adaptation triggered by geographical context changes

are made available or not. For example, if a user with a PDA gets in the “3D
mapping” broadcasting region, no new view can be provided as the associated
service is only suitable for users acting on desktop PCs. Fig. 9 shows that the
generic user interface is also adapted to the appliance features (e.g. screen size
and orientation).

4 Conclusion and Future Work

Although users and appliances are essential components of mobile GISs, they are
not always taken into account in the processing and display of geographical data.
The research presented in this paper introduces a contextual-based modelling
approach that considers users, appliances and geographical data as the core
elements of an adaptive GIS. The model proposed identifies and characterises
different elements that constitute the geographical context: user, data, process
and region of interest. Integration of these elements allows for the identification
of different configurations. This influences the way interactions between the user
and GIS services should be adapted. This approach is applied to the context of
maritime navigation and illustrated by a prototype that support the adaptation
of the services proposed to the user regarding an evolving geographical context,
and the appliance characteristics. Future works concern the integration of the
user and appliance contexts and the modelling of evolving configurations using
conceptual neighbourhood graphs.
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PhD thesis, Université Joseph Fourrier, Grenoble, 2001.

11. A. Zipf. Using styled layer descriptor (SLD) for the dynamic generation of user-
and context-adaptative mobile maps - a technical framework. In K.J. Li and
C. Vangenot, editors, Proceedings of the 5th International Workshop on Web and
Wireless GIS (W2GIS 2005), pages 183–193. Springer-Verlag, 2005.



P2P and Agent Service Based On-Line 3DGIS

Xi-Cheng Tan and Fu-Ling Bian

Research Center of Spatial Information and Digital Engineering , Wuhan University,
129 Luoyu Rode, Wuhan, China 430079

txcdhp2003@163.com

Abstract. Currently, the 3DGIS on the web can not meet the require-
ment of many applications because of the low network bandwidth, the
large amount data involved, and the need of high speed of data trans-
portation. To resolve the problems, in this paper, the on-line 3DGIS
based on P2P agent distributed computing environment is proposed. We
designed the tile-based 3D terrain and the mechanism of the distribu-
tion and management of 3DGIS data on P2P agent environment. We also
proposed data searching and transmission algorithms for on-line 3DGIS.
Finally, the data security mechanism of on-line 3DGIS is presented.

Keywords: 3DGIS; P2P; Agent; Distributed Computing; Data Security;
DEM.

1 Introduction

The 3DGIS has been used in many areas, such as urban planning, telecommu-
nication, real-estate marketing, environmental monitoring, flood prevention and
cure,weather simulation and military training. There are some on-line 3DGIS
applications, but they have many limitations. Because of the large amount data
of 3D terrain and texture, it is not easy to transfer them on the internet. So
the classical technique based on Client/Server(C/S) structure can not fulfill the
needs. At the same time, The Peer-to-Peer (P2P) and mobile Agent technology
have gotten great progresses. P2P has become an important distributed comput-
ing environment. With the P2P computing technique, one can exchange informa-
tion and share data using different computing devices[1], and peers can share the
stored resources in a large-scale environment. The mobile agent is a software that
can move within the network and act on behalf of a user or another entity [2,3].
The mobile Agent can effectively reduce the burden and improve communication
efficiency of network. In this paper, we propose an agent based P2P system for
the better performance of on-line 3DGIS. The goals of this paper are:(1) to put
forward a P2P agent based 3DGIS infrastructure, which integrates the 3DGIS
with P2P and agent services; (2) to present a tile-based solution of the terrain
to facilitate the 3DGIS surfing;(3) to design a scheme of the distribution and
management of 3DGIS data on the P2P system; (4)to propose the mechanism
of terrain data processing of P2P Agent 3DGIS; (5) to propose the agent based
algorithms of searching and transporting 3DGIS data in P2P network; (6) to
present a scheme of the 3DGIS data security in the P2P agent system.

J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 170–179, 2006.
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2 Architecture of On-Line 3DGIS Based on P2P Agent
System

The network structure of 3DGIS system based on P2P and mobile agent, called
P2P Agent-3DGIS ,is shown in Fig.1. The system includes three kinds of peers:
(1) original data source server peer, it’s DS in Fig.1 ; (2)district server peers,
they are Sn in Fig.1; (3) simple peers, they are Pi,j in Fig.1. The original data
source server peer keeps the information of the district servers and it also keeps
all the indexes of the 3DGIS data, because the peer belongs to provider of the
3DGIS service, and all the data is occupied by the provider exclusively. The
district server peer keeps the data indexes of the simple peers. The simple peers
keep the data and data indexes of themselves. In the system, when the peer’s
service starts, it will firstly request the original data source server and obtain
the information of district servers, and then it will select the most appropriate
district server to join in according to the network situation of the district servers.

District server peers are responsible for managing an arbitrary set of peers to
be contacted [3], and providing the information to agents. The district server peer
also plans the itineraries of mobile agent. The structure of P2P Agent 3DGIS
component of district server peer is shown in Fig.2.

Fig. 1. Network structure of P2P Agent
3DGIS

Fig. 2. The structure of P2P Agent 3DGIS
component

As shown in Fig.2, the component includes four parts: (1) P2P service ;(2) lo-
cal agent service; (3) mobile agent service; (4) 3DGIS application .The data
transportation takes place in P2P network. The data searching and moving
itineraries of mobile agents are all planned by the local agent service. In order
to join a P2P system a new peer initially contacts to the DS for the informa-
tion of district servers, and then requests one of district sever peers. The peer
provides the district server peer with its information about shared resources.
The local agent run on the server peers fixedly, and its work is receiving the
request of the mobile agent, and taking action differently according to different
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request, it can perform tasks from simple searching to complex logical session,
it also completes the business such as communication with mobile agents, clone
of agent and security etc. The mobile agents move through P2P network on the
itineraries planned by the local agent and search information, at the same time it
complete the communication of the peers. The 3DGIS application is constructed
based on P2P agent service, and do the work such as data decoding, reading and
displaying in 3 dimensions. The work such as data searching and transportation
will be assigned to the P2P agent service.

3 The Construction of 3DGIS Terrain Tiles

As we know that because of the mass data of 3DGIS , we can not read all the data
from server only one time. The terrain data including DEM data and remote
sensing image data must be divided into many tiles called TTs(Terrain Tiles)[9].
The TT composes of DTs (DEM Tiles) and ITs (Image Tiles).The TT’s size
can be any value in theory, but it is limited by the capability of machines in
practice. If the TT is divided too big, it may exceed the throughput of machine
.If being divided too small, it will result in excessive activation of reading from
and writing to the server. So the size of TT must be reasonable. Generally the
amount of grid of the DT should be 2n (n must be integer more than 2).In this
paper, the used DEM data has a resolution of 20m, and resolution of SPOT
remote sensing image is 2.5m. The DT has 16*16 square grids. Accordingly, the
IT is a square block, it has a size of 16*(20/2.5), so the IT is a 128*128 matrix.
The whole 3D Scene composes of 16*16 TTs .

Table 1. Notations used in this paper

Symbol Description

DT DEM tile
IT Image tile
TT Terrain tiles, TT composes of DTs (DEM Tiles) and ITs (Image Tiles)
TTIF Terrain tiles index file ,it stores the TT tiles’ indexes
DTDF DEM tiles data file ,it stores the DTs data
ITDF Image tiles data file ,it stores the ITs data

Each DT or IT has a unique indexical number, which is calculated according
to the Dem data. The DEM layer should be divided into many foursquare tiles
from top left corner. These foursquare tiles consist of the matrix of 17*17 points.
Assume i is the row of the DT, and j is the column, the index of DT can be
calculated according to equation(1):

index of DT = i × column of DEM + j (1)

In the 3D scene, the application must always make the eyes close to the scene
center, the distance between the eyes and the scene center will never exceed the
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size of TT , when the eyes move, the new TTs data will be read from the server,
and the scene center will be changed accordingly. After the 3D terrain data are
divided, they must be distributed on the peers of the P2P system.

4 The Distribution and Management of 3DGIS Data on
P2P Agent System

In this system, the original data source server peer(DS) keeps all the TTs and
their indexes, and it also keeps the information of the district servers. After
a district server peer joins the P2P network, its information will be kept by
DS, and the district server peer will manage the TTs data of simple peers that
connecting with it, Fig.3(a) shows the data managing mechanism. In this way,
when an agent is searching data, it is unnecessary to search the simple peers. The
agent will find all the data of the peers only by searching the TTs indexes on the
district server peer, and this will reduce the burden of the network remarkably.
In this paper we take the data of a district of China as the testing data, there
are about 200MB SPOT image data and more than 30MB DEM data. In the
P2P system, these data can be distributed on many peers, the simple peers can
store more than 50MB TTs data .So when the amount of Peer increase, the data
will be distributed on more peers, these data may have much overlapped area,
as shown in Fig.3(b), therefore the users can obtain more data sources, and the
speed of reading data will be remarkably accelerated.

(a) Mechanism of 3DGIS data man-
aging

(b) Overlapping of 3DGIS data on
the peers

Fig. 3. Distribution and management of the 3DGIS data

All the 3DGIS data of a peer will be stored in the three files: DTDF(DEM
tiles data file),ITDF(Image tiles data file) and TTIF(Terrain tiles index file).
DTDF stores the DTs data, ITDF stores the ITs data, TTIF stores the TTs
index. The stored data are the areas that the user of the peer is interested, for
example, when the viewpoint rambles to point (x,y,z),the peer will read a block
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of terrain data center at (x,y) and store them. When the viewpoint moves on,
the data of the area that the user rambled through will be stored in the three
files too. When the 3DGIS application starts to run, it will read the TTs indexes
from TTIF into RAM and send them to the district server peer. If there are
newly added TTs data, the application will send these indexes to the district
server peer intermittently. In this way, the district server will know the latest
situation of the TTs of the simple peers. When the capacity of TTs data exceeds
a limit, the application will tell the district server to delete the indexes of the
TTs, which are far from the viewpoint, and then it will delete the TTs data from
the files to save the space of the disk.

5 The Mechanism of Terrain Data Processing of P2P
Agent 3DGIS

The data processing of P2P Agent 3DGIS application includes two parts of
work: (1) scene data calculating and managing of 3DGIS application; (2) data
searching and transportation based on P2P agent service.

Now, let’s study the first part of work. Fig.4(a) shows the structure of the
terrain data when the 3DGIS application runs into the scene at the first time.
The whole terrain data are constituted by TTs. The small gray square in Fig.4(a)
is the visible scene, and the tiles out of the small gray square is the TTs read
beforehand. There are six TT-loops outside the small square. If the 3DGIS is
Client/Server based application in LAN, it can ramble smoothly by reading
only one TT-loop outside the scene beforehand, but on the internet it must read
more TT-loops data outside the visible scene beforehand, because the latency of
transportation of the on-line 3DGIS data is far more than that in LAN. Once
enough TTs outside scene have been got beforehand, the rambling will become
smoothly. When the distance that the viewpoint rambled through exceeds the
size of TT, the whole terrain structure will be changed. As shown in Fig.4(b),
when the viewpoint moved forward a TT size, the visible scene will become the

(a) Initial structure (b) Changed structure

Fig. 4. Data structure of the terrain data



P2P and Agent Service Based On-Line 3DGIS 175

small black square area, at the same time , several rows of TTs on the top of the
extent will be read, and the bottom row of TTs will be released from the RAM.

The second part of work tells us what the P2P agent system will do to search
and transport the needed data. When firstly run into the scene, the 3DGIS
application will search and transport the whole TTs of the terrain including the
visible scene and the TTs outside the scene. When the 3DGIS application of the
peer starts to run ,it will read the TTs indexes from the TTIF into RAM, at the
same time the needed TTs indexes of the terrain are calculated, then application
will search the needed TTs indexes in the index data read from the TTIF file, if
there are all the indexes , it will read the DT and IT data form the DTDF file
and the ITDF file ,if all the indexes are not found in the indexes from TTIF, it
will make a request to the district server for the absent TTs. The district server
peer will search and transport these TTs in the P2P network. The proposed
algorithm will be described in section 6.

6 Algorithms for 3DGIS TTs Searching and
Transportation

The speed of data searching and transportation is a most important factor to
the on-line 3DGIS. If the needed data can not be obtained beforehand, the ram-
ble speed of the 3DGIS will be slow down remarkably. However the mechanism
based on traditional C/S can not fulfill the requirement of speed. Fortunately the
P2P has the capability to solve the problem of the speed of data transportation.
By constructing the high speed P2P network and agent with planning capa-
bility, we can realize the on-line 3DGIS with the ability of rambling smoothly.
When the speed of data searching and transporting is taken into account, the
Shortest-Latency Network (SLN) of P2P network must be constructed firstly[3],
in the SLN agent’s turnaround time between every two peers is the least, and
then the partition of the peers of SLN is constructed, in every partition, the
agent’s turnaround time will not exceed a limit, in this way, the time of the data
searching and transporting can be controlled, this is especially important for the
on-line 3DGIS. Fig.5 shows the result SLN and partition of this paper.

In Fig.5(a), assuming the turnaround time δ of every partition is 200ms, the
time of agent in every partition will never exceed 200ms. The TTs data searching
and transportation algorithm is presented as follow:

1. Preprocessing: Construction of SLN: process the all-pairs except the DS peer
shortest-path algorithm to construct an SLN network[3];

2. Partitioning: use δ to divide the district server peers into partitions. In fact,
every server peer has its partitions that are different from the partitions of
the other server peers. Fig.5(b) shows the partition of S0.

3. When the simple peer P0,1 need a list of TTs, P0,1 will make a request to
S0 for these TTs .

4. S0 will search the TTs indexes data, if there are needed TTs data on the
simple peers in this district , the download progresses will be initiated to
transport data from the simple peers via S0 to P0,1;
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(a) Original network configuration (b) SLN graph and partition

Fig. 5. SLN graph and partition of the P2P network

5. If there are some TTs not been found on S0, S0 will clone n agents and
deploy them to every partition of S0, n is equal to the amount of partitions.
The district server peers of every partition will search the needed TTs data
orderly. At last, the result will be returned to S0 by mobile agent, and the
algorithm will select the best path to download the data.

6. If there are TTs not been found yet after all the partitions have been
searched, the 3DGIS application will download from the original data source
server directly.

7 The 3DGIS Data Security in the P2P Agent System

The data security is an important content in the P2P agent system. If the se-
curity can not be ensured the data will be given away. The work of 3DGIS
data security in this paper includes security of DEM data and image data .The
encryption of DEM data is obtained by three algorithms: ➀encryption of DT
index; ➁encryption of DEM elevation based on dynamic index related factors
;➂encryption of data file. By the three algorithms, even though the data file has
been cracked, the correct elevation of DT can not be obtained yet by reason of
the rule of the index is stored on the original data source server. Encryption
of DEM elevation is index related, the elevation of different DT is obtained by
the product of the correct value and a different factor, the rule of index related
factor is stored on the original data source server too. The encryption of IT data
has another encryption algorithm of color index, called colormap, besides the
encryption algorithm of DT data. The colormap is stored on the original data
source server too. Consequently, the DT data has three layers of encryption al-
gorithm, and the IT data has four layers of encryption algorithm. In this way,
the security of 3DGIS data can be ensured.
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8 Simulation

We have conducted the performance comparison between the P2P agent 3DGIS
and the 3DGIS based on C/S structure. We tested the two type of application
with different scene width in the wide area networks with different bandwidth.
Table.2 shows the minimum 3DGIS data transfer time of the two 3DGIS ap-
plications based on different bandwidth and specified scene width,and it shows
P2P agent 3DGIS performs better than the 3DGIS based on C/S structure.

Table 2. Minimum 3DGIS data transfer time of the two 3DGIS applications based on
different bandwidth and specified scene width

Wide the Minimum 3DGIS Data Transfer Time(sec)
Area based on Specified Scene Width
Networks C/S Structure based 3DGIS P2P agent 3DGIS
Bandwidth 8*8 10*10 14*14 16*16 8*8 10*10 14*14 16*16

TTs TTs TTs TTs TTs TTs TTs TTs

56 Kbps 28.2 35.5 49.3 56.5 10.5 13.7 17.5 19.1

256 Kbps 5.1 7.4 10.2 11.8 2.4 3.0 3.7 4.2

1.54 Mbps 0.9 1.3 1.9 2.2 0.3 0.5 0.7 0.9

6.16 Mbps 0.2 0.25 0.36 0.45 0.1 0.15 0.26 0.34

When test the two applications with 8*8 TTs scene width in the wide area
networks with 256Kbps bandwidth, the data transfer time of the two applications
base on different amount of request users is shown in Fig.6 The test system is
shown in Fig.7.

Fig. 6. The data transfer time of the two
applications base on different amount of re-
quest users

Fig. 7. Test system

9 Related Work

The study of on-line 3DGIS is popular now[7,8,9,10,11,12],most of these studies
are single-server based and constructed by the tools such as VRML and JAVA3D
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etc, some of them obtained good performance too and can be used as references.
There are also some 3D GIS system based on massive distribution of data over
a large network ,for example Google Earth[13]. Compare with the approach pro-
posed in this paper, Google Earth has a bigger width of terrain tile , it’s suitable
for browsing the terrain ,and the approach in this paper is able to construct com-
plex terrain with many factors such as 3d-road,river,etc, and to roam smoothly
in the scene. There are many researches of P2P network [4,5,6],and for real-
izing P2P service, the tools such as JXTA, SOCKET can be used .There are
also some existing P2P service constructing API, for example FTKernel API.
Many P2P systems have been developed, such as Napster, Gnutella and others.
For the purpose of supporting mobile agent,many mobile agent environments
have been developed,such as Aglets, D’agents, Mole. Several researches such as
references[2,14,15,16,17,18] have studied the agent.
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Abstract. A substantial amount of data about geographical entities is available
on the World-Wide Web, in the form of digital maps. This paper investigates the
integration of such data. A three-step integration process is presented. First, geo-
graphical objects are retrieved from Maps on the Web. Secondly, pairs of objects
that represent the same real-world entity, in different maps, are discovered and
the information about them is combined. Finally, selected objects are presented
to the user. The proposed process is efficient, accurate (i.e., the discovery of cor-
responding objects has high recall and precision) and it can be applied to any pair
of digital maps, without requiring the existence of specific attributes. For the step
of discovering corresponding objects, three new algorithms are presented. These
algorithms modify existing methods that use only the locations of geographical
objects, so that information additional to locations will be utilized in the process.
The three algorithms are compared using experiments on datasets with varying
levels of completeness and accuracy. It is shown that when used correctly, ad-
ditional information can improve the accuracy of location-based methods even
when the data is not complete or not entirely accurate.

1 Introduction

Many maps are available on the World-Wide Web, providing information on geograph-
ical entities. The information consists of both spatial and non-spatial properties of the
entities. Examples of spatial properties are location and shape of an entity. Examples
of non-spatial properties are name and address. The goal of integrating two maps is to
enable applications and users to easily access the properties that are available in either
one of those maps. Another reason for integration is that some geographical entities
may appear in only one of the maps. Integration increases the likelihood that for all the
relevant entities, in a specified geographical area, objects that represent these entities
are presented to the user.

An integration of two maps consists of the following three steps: extracting geo-
graphical objects from the maps, discovering pairs of objects that represent the same
real-world entity in the two sources (such objects are called corresponding objects) and
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presenting the result to the user. This paper deals mainly with the second step of dis-
covering corresponding objects. We use the term matching algorithm for an algorithm
that discovers corresponding objects in two given datasets of geographical objects.

Methods for integrating data from the Web, and especially matching algorithms,
should be able to cope with the following characteristics of the Web.

– Data on the Web is heterogeneous. This means that the same piece of information
can have different forms in different sources. For example, in different sources, the
name of a geographical entity can have different spellings or can be written in dif-
ferent languages. This makes it difficult for integration methods to use properties,
such as names, for discovering corresponding objects. Another aspect of hetero-
geneity is incompleteness. Some attributes may not be available in some sources or
not specified for some objects.

– Data may change frequently. For example, maps that contain hotels may also in-
clude reviews that are regularly added and updated by people who have stayed
in those hotels. In such cases, the integration should be performed in real time,
i.e., when the user sends her request for information. Otherwise, the integrated data
will not reflect the most recent changes in the sources. Consequently, an integration
method for data on the Web must be efficient, especially if the method is used in a
Web service that handles many requests concurrently.

– Data on the Web can be incorrect or inaccurate. Hence, on one hand, integration
methods should rely mostly on object properties that are relatively accurate. On
the other hand, this justifies using, in Web applications, approximation algorithms
for matching, i.e., highly (but not completely) accurate algorithms for discovering
corresponding objects.

Because of the above reasons, in this paper we consider techniques that start with
location-based matching algorithms and improve them. Relying primarily on locations
has the following three advantages. First, locations are always available for spatial ob-
jects and their degree of accuracy can be determined relatively easily. Hence, location-
based matching algorithms can be applied to objects from any pair of maps. Second,
location-based methods are suitable for integration of heterogeneous data, since it is
easy to compare a pair of locations even when they are stored or measured in different
ways. Third, there exist efficient location-based matching algorithms.

Location-based matching algorithms that are both efficient and effective were pre-
sented in the past [2,3]. These algorithms use only locations for finding corresponding
objects. Yet, in many cases, the accuracy of the integration can be improved significantly
by using attributes of the integrated objects in addition to locations. This is especially
important when dealing with data from the Web, where locations may be inaccurate.
In this paper, we explain how to use properties of integrated objects to increase the
effectiveness of location-based matching algorithms.

The main contributions of this paper are as follows. First, a complete process of inte-
grating data from maps on the Web is presented. This process is efficient and general, in
the sense that it can be applied to any pair of maps. Secondly, we show how, in addition
to locations, attributes of the objects can be used in the integration process. Specifically,
we present three new matching algorithms that use locations as well as additional in-
formation. Thirdly, we describe the results of thorough experiments, on datasets with
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different levels of accuracy and completeness, showing that additional information can
improve the results of location-based matching algorithms, when that information is
used appropriately.

The structure of the paper is as follows. In Section 2, we present our methods us-
ing a real-world example of integrating maps of hotels in the Soho area of Manhattan,
New-York. We present our three new methods in Section 3. In Section 4, we provide the
results of experiments that we conducted on both real-world data and syntactically gen-
erated data. Also, we compare our methods based on the experimental results. Finally,
in Section 5, we discuses related work and conclude.

2 The Integration Process

We start by presenting our approach to integration of data from maps on the Web. We
do that using an example that shows integration of information about hotels in the Soho
area of Manhattan, New-York. The data sources that we used are Google Earth1 and
Yahoo Maps2. Google Earth is a service that provides a raster image of almost any part
of earth. On top of the raster image, it shows information such as roads, hotels, and
restaurants. In our example, we are interested in information about hotels. For hotels,
Google Earth provides their names, which are shown as links that lead to additional
information, e.g., by following a link the address of the hotel is provided. A result of a
search in Google Earth for hotels in Soho is depicted in Fig. 1.

Yahoo Maps provides road maps for some major cities in the world. As in Google
Earth, maps include touristic information; however, in Yahoo, hotel names are not pre-
sented on the maps. Instead, a hotel is shown using an icon in the shape of a yellow
square containing a red circle. The name of the hotel and additional information, such
as the rank (i.e., number of stars) and price are available for one hotel at a time, by
clicking on the icon. Two possible reasons for not writing hotel names on the map are
(1) making the presentation of the map simpler and easier to read (cartographic reasons),
and (2) restricting the information released per each user request, so that applications
will not be able to retrieve all the data from Yahoo to their local database (commercial
reasons). A result of a search in Yahoo Maps for hotels in Soho is depicted in Fig. 2.

In the hotel scenario, it may seem a good solution to use a matching algorithm that
considers as corresponding objects those pairs of hotels that have the same name. How-
ever, because names of hotels are not presented on maps from Yahoo, a matching based
on names is problematic. Two other difficulties in using hotel names in a matching al-
gorithm are the uncertainty in deciding whether two names refer to the same hotel and
the presence of errors in the data. In our case, uncertainty is due to the existence of
several hotels with similar names in the same vicinity. For instance, consider the fol-
lowing hotel names: “Grand Hotel,” “Soho Grand Hotel” and “Tribeca Grand Hotel.”
Are these the names of three different hotels or of only two different hotels? Another
case of uncertainty is when a hotel has more than one name. In the Soho area, the hotel
named “Howard Johnson Express Inn,” according to Google Earth, is named “Metro
Three Hotel LLC” in Yahoo Maps, and indeed these are two names of the same hotel.

1 http://earth.google.com
2 http://maps.yahoo.com
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Fig. 1. A Map from Google Earth Fig. 2. A map from Yahoo Maps

In this work, we propose the following three-step integration process. (1) Retrieve the
maps, extract relevant objects from the maps and compute the location of the objects.
(2) Apply a matching algorithm for finding pairs of corresponding objects. (3) Dis-
play objects to the user (or return them as a dataset), where each pair of corresponding
objects is represented by a single object. Objects that do not belong to any pair of cor-
responding objects may also be presented.

We now illustrate these steps using the Soho-hotels scenario. Initially, a search for
hotels in Soho, New-York, was made in both Google Earth and Yahoo Maps, and the
images of Fig. 1 and Fig. 2 were retrieved as a result. These two images were ori-
ented using geo-referencing. Then, geographical objects were generated by digitizing
the maps, that is, by identifying (in the raster images) icons of hotels and calculat-
ing their locations based on the geo-referencing. In this example, hotel names were
inserted by a human user. In the future, we expect many maps on the Web to be in for-
mats that computers can easily process without the need of human intervention. GML
(Geographic Markup Language) [1] is an example of such a format.

The second step was to apply a matching algorithm to the two datasets that were
extracted from the maps. The result of this step consists of pairs of objects that represent
the same hotel, and of singletons representing hotels that appear in only one of the
sources. More details about the matching algorithm will be given in the next section.

The final step of the integration is displaying to the user the pairs and singletons
produced by the matching algorithm. Before providing the results, conditions can be
used for selecting which objects to display. Note that filtering the results at this step
makes it possible to apply conditions that use attributes from both sources.

3 Matching Algorithms

The most involved part of an integration process is the discovery of corresponding ob-
jects, i.e., the matching algorithm. Several matching algorithms that use only the loca-
tion of objects were proposed in the past [2,3]. We now present three new algorithms
that are built upon existing location-based algorithms and use attributes of objects for
improving the matching.
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3.1 Framework

First, we present our framework. A dataset is a collection of geographical objects that
are extracted from a given map. Each object represents a single real-world geographical
entity and has a point location. (For an object that has a polygonal shape, we consider
the center of mass of the polygonal shape to be the point location of the object.) The
distance between two objects is the Euclidean distance between their point locations.
We denote by distance(a, b) the distance between two objects a and b.

An object may have, in addition to location, attributes that contain information about
the entity that the object represents. We distinguish between two types of attributes. An
attribute I of objects in a dataset A is unique if every two objects in A have different
values for I , i.e., I is a candidate key. We consider I as non-unique if there can be two
objects in A that have the same value for I . For example, in a dataset of hotels, the name
of a hotel is a unique attribute, since it is unlikely that two hotels in the same vicinity
will have the same name. We consider rating (number of stars) as non-unique, because
two proximate hotels may have the same number of stars. When locations of objects are
not accurate, we can improve a basic matching algorithm by using additional attributes.
If the additional information is correct, a unique attribute can be used for discovering
pairs of corresponding objects that the basic algorithm fails to match. Both unique and
non-unique attributes can be used for detecting pairs of non-corresponding objects that
are, wrongly, deemed corresponding by a matching algorithm.

In integration of maps, locations of objects are not accurate, because the process of
extracting objects and computing their locations, by digitizing an image, introduces er-
rors. Furthermore, maps on the Web may not be accurate to begin with. Thus, given two
datasets A and B that are extracted from two maps, two corresponding objects a ∈ A
and b ∈ B may not have the same location. Yet, for each dataset, errors are normally
distributed with some standard deviation σ. So, for 98.8% of the objects, their distance
from the real-world entity that they represent is less than or equal to 2.5σ. Hence, for
98.8% of the pairs {a, b} of corresponding objects, it holds that distance(a, b) ≤ β,
where β = 2.5

√
σ2

A + σ2
B is the distance bound of A and B (σA and σB are the stan-

dard deviations of the error distributions in A and B, respectively). In our algorithms,
pairs {a, b} with distance(a, b) > β are never deemed corresponding objects.

A matching algorithm receives a pair of datasets A and B and returns two sets P
and S. The set P consists of pairs {a, b}, such that a ∈ A and b ∈ B are likely to be
corresponding objects. The set S consists of singletons {s} (where s ∈ A∪B) such that,
with high likelihood, s does not have a corresponding object. Location-based matching
algorithms compute the sets P and S according to the distance between objects.

3.2 The New Matching Algorithms

We now describe three new algorithms that receive an existing matching algorithm
M and improve it by using the information provided by some specified attributes. We
divide the input to these algorithm into two parts. One part consists of two datasets
A and B that should be joined. The second part consists of M, a set X of the given
attributes and, for the third algorithm, an additional factor φ. We denote by P and S
the set of pairs and the set of singletons, respectively, that the algorithms return. The
pseudocode of all three algorithms is presented in Fig. 3.
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Pre-D[M,X](A, B)

Parameters: A matching algorithm M, a set of unique attributes X
Input: Datasets A and B
Output: A set P of pairs and a set S of singletons

1: P ← ∅, S ← ∅, A′ ← A, B′ ← B
2: let β be the distance bound of A and B
3: for each a ∈ A and b ∈ B such that a.x = b.x for some attribute x ∈ X do
4: if distance(a, b) ≤ β then
5: P ← P ∪ {a, b}
6: A′ ← A′ − {a}, B′ ← B′ − {b}
7: (P ′, S′) ← M(A′, B′)
8: P ← P ∪ P ′, S ← S′

9: return (P, S)

Post-R[M,X](A, B)

Parameters: A matching algorithm M, a set of attributes X
Input: Datasets A and B
Output: A set P of pairs and a set S of singletons

1: (P, S) ← M(A, B)
2: for each {a, b} ∈ P such that a.x �= b.x for some attribute x ∈ X do
3: P ← P − {a, b}
4: return (P, S)

Pre-F[M,X,φ](A, B)

Parameters: A matching algorithm M, a set of non-unique attributes X, a factor φ
Input: Datasets A and B
Output: A set P of pairs and a set S of singletons

1: P ← ∅, S ← ∅
2: let distancen(x, y) be a new distance function that, initially, is equal to

distance(x, y)
3: for each a ∈ A and b ∈ B such that a.x �= b.x for some attribute x ∈ X do
4: distancen(a, b) ← φ · distance(a, b)
5: let Mn be the matching algorithm M when run using the distance function

distancen(x, y) instead of using the Euclidean distance function distance(x, y)
6: (P, S) ← Mn(A,B)
7: return (P, S)

Fig. 3. The algorithms Pre-process detection, Post-process removal and Pre-process factorizing

Pre-process detection (Pre-D)
The Pre-D algorithm uses unique attributes for detecting corresponding objects, and
then it calls another matching algorithm on the remaining objects. The algorithm has
two steps.

1. For each pair of objects a ∈ A and b ∈ B, such that a and b have the same value
for some unique attribute of X and the distance between them does not exceed the
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distance bound of A and B, the pair {a, b} is added to P , a is removed from A and
b is removed from B.

2. The matching algorithm M is applied to the remaining objects of A and B. Upon
termination, the pairs of the result are added to P and the singletons—to S.

Post-process removal (Post-R)
The Post-R algorithm uses a set of attributes X for detecting pairs of objects that are
erroneously matched by another algorithm. The Post-R algorithm has two steps.

1. The matching algorithm M is applied to A and B. The result is a set P of pairs and
a set S of singletons.

2. For each pair of objects {a, b} in P , such that a and b have different values for some
attribute of X , the pair {a, b} is removed from P .

Pre-process distance factorization (Pre-F)
The Pre-F algorithm uses a set X of non-unique attributes as follows. For every pair of
objects a ∈ A and b ∈ B that have different values for some attribute of X , the distance
between a and b is multiplied by the given factor φ > 1. Note that increasing the
distance between objects lowers the probability that they will be matched by a location-
based algorithm. The algorithm M uses the new distances to join A and B.

In our experiments, we tested eight different combinations of the above algorithms.
Suppose that the set Y contains the shared attributes of two datasets A and B. Let
unique(Y ) and non-unique(Y ) be the sets of unique and non-unique attributes of Y ,
respectively. Given a location-based matching algorithm M, the following are the eight
possible ways of computing the matching of A and B.

1. Use only the location based algorithm M, i.e., return M(A, B).
2. Use Post-R with M. That is, return Post-R[M,Y ](A, B).
3. Use Pre-D with M. That is, return Pre-D[M,unique(Y )](A, B).
4. Combine Pre-D and Post-R, i.e., return Post-R[Pre-D

[M,unique(Y )]
,Y ](A, B).

5. Use Pre-F with M. That is, return Pre-F[M,non-unique(Y ),φ](A, B).
6. Combine Post-R with Pre-F, i.e., return Post-R[Pre-F

[M,non-unique(Y ),φ]
,Y ](A, B).

7. Combine Pre-D with Pre-F. That is, return the result of the following expression:
Pre-D[Pre-F

[M,non-unique(Y ),φ]
,unique(Y )](A, B).

8. Combine all the three methods by applying Pre-F, Pre-D, M and, finally, Post-R,
i.e., return Post-R[Pre-D

[Pre-F
[M,non-unique(Y ),φ]

,unique(Y )]
,Y ](A, B).

3.3 Computing the Distance Bound

Applying a matching algorithm requires knowing the distance bound β (or an approxi-
mation of it). The approximation of β is computed based on approximations of σA and
σB—the standard deviations of the error distributions in the integrated datasets (see
Section 3.1). The values σA and σB (we also call them the errors of the datasets) are
sometimes provided with the maps, and in other cases we need to estimate them.
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The error of a dataset is caused by errors in the procedure of collecting and process-
ing the geographical data. The procedure is different when generating raster (imagery)
maps and when vector (feature based) maps are produced. (See [11] for more detailed
descriptions of these procedures.)

Raster maps are typically generated from satellite or aerial photographs. There are
three main causes of error in the process of creating raster maps. First, errors are intro-
duced when the photos are orthorectified i.e., when correcting the photos to accurately
represent the surface of the earth. Second, the size of the pixels in the photo affects the
error. Currently, a resolution of 70cm per pixel at nadir is common in satellite imagery
(e.g., in the two main high-resolution commercial earth-observation satellites IKonos
and QuickBird). The first two factors are relatively small and the main cause of error is
the third factor which is the accuracy of the geo-referencing process i.e., the accuracy
of matching earth coordinates to the imagery. The accuracy of the geo-referencing de-
pends on the existence and accuracy of reference points. When no reference points exist,
the accuracy is about 10 meters, while when there are reference points, the accuracy is
about 1–10 meters, depends on the accuracy of the reference points. Extracting features
from the raster image (e.g., identifying the location of an hotel) also introduces an er-
ror which is approximately the number of pixels of the error in the extraction process
multiplied by the resolution.

Vector maps are usually created either by governmental mapping agencies, or by
commercial companies, according to agreed mapping standards. The standards define
accuracy requirements that depend on the map scale. Typically, for urban areas, map
scales are between 1/1000–1/10000. Normally, the required accuracy for such scales is
about 0.3–0.4mm. For example at a scale of 1/5000, the error is about 1.5–2 meters.

3.4 Measuring the Quality of the Result

We use recall and precision to measure the accuracy of a matching algorithm. Remem-
ber that the result of a matching algorithm consists of sets (singletons and pairs). A set
is correct if it is either a pair of corresponding objects or a single object that has no
corresponding object. Given the result of a matching algorithm, the recall is the ratio of
the number of correct sets in the result to the number of all correct sets. For example, a
recall of 0.8 means that 80% of the correct sets appear in the result. The precision is the
ratio of the number of correct sets in the result to the number of sets in the result. For
example, a precision of 0.9 means that 90% of the sets in the result are correct.

In our experiments, we knew exactly which sets were correct and, hence, were able
to determine the precision and recall. For synthetic data, all the information about the
data was available to us. For real-world data, we determined the correct sets manually,
using all the available information.

4 Experiments

In this section, we describe the results of extensive experiments on both real-world and
synthetically generated data. The goal of our experiments was to compare the eight
combinations, presented in Section 3.2, over data with varying levels of inaccuracy
and incompleteness. We also wanted to determine by how much our methods improve
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existing location-based algorithms. For that, we tested the effect of our methods on
the following three location-based algorithms: nearest-neighbor (NN), mutually-nearest
(MUTU) and normalized-weights (NW); see [3] for a description of these algorithms.

4.1 Tests on Real-World Data

Fig. 4. Tests on real-world data

We present the results of integrating the maps
of hotels in Soho as described in Section 2. The
Google-Earth map presents 28 hotels and the map
from Yahoo Maps presents 39 hotels and inns. A
total number of 44 hotels and inns appear in these
sources, where 21 hotels appear in both of the
sources while 23 appear in only one source. For
both sources, we used an error σ of 100 meters
because identifying the location of an hotel based
on an icon is highly inaccurate.

Figure 4 shows the harmonic mean of the recall and precision (HRP) for the three
location-based algorithms (NW, MUTU, NN). Each one of the three algorithms was
tested according to the first four combinations of Section 3.2. (The other four combi-
nations are not applicable, since the only attribute, hotel name, is unique.) The third
combination, Pre-D, is clearly the best for each of the three algorithms. It is slightly
better than the fourth combination, which includes both Pre-D and Post-R, since the
attribute hotel name is not always accurate (e.g., one hotel has different names in the
two sources). For comparison, Figure 4 also shows the result of matching just according
to hotel names. Note that for combinations 2–4, the process was semi-automatic, since
hotel names do not appear in Yahoo Maps.

4.2 Tests on Synthetic Data

In order to test our methods on data with varying levels of accuracy and incompleteness,
we randomly generated synthetic datasets using a two-step process. First, the real-world
entities are generated. The locations of these entities are randomly chosen, according
to a uniform distribution, in a square area. Each entity has one unique attribute U and
one non-unique attribute N with randomly-chosen values. The non-unique attribute
has five possible values (as for the number of stars of a hotel). In the second step, the
objects in each dataset are generated. Each object is associated with a distinct entity
and its location is chosen with an error that is normally distributed (relative to the lo-
cation of the entity). In each dataset, different objects correspond to distinct entities.
For each object, the attribute U has either the same value as in the corresponding en-
tity, null (for incompleteness) or an arbitrary random value (for inaccuracy). We denote
by c(U) the percentage of objects that have a non-null value for U and by a(U) the
percentage of objects that have either the correct value or null. Values are similarly
assigned to N .

We present the results of two tests. In Test I, the values of the attributes are either
accurate or missing (i.e., null). In Test II, all the objects have values for U and N , but
some of those values are inaccurate. In both tests, there are 1000 entities in a square
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Fig. 5. Results of Test I Fig. 6. Results of Test II

area of 1350 × 1350 meters with a minimal distance of 15 meters between entities.
Each dataset has 750 objects that are randomly chosen for 750 entities using a standard
deviation of σ = 12 meters for the error distribution. In Test I, the attributes in each
dataset have either the correct values or nulls as follows: a(U) = a(N) = 100%,
c(U) = 40% and c(N) = 60%. That is, only 40% of the objects have the correct value
for the unique attribute and only 60% of the objects have the correct value for the non-
unique attribute (if the value is not the correct one, then it is null). In Test II, attributes
always have non-null values but not necessarily the correct ones, i.e., c(U) = c(N) =
100% and a(U) = a(N) = 80%.

In Test I and Test II, we tried the eight combinations of Section 3.2 with each of the
three algorithms. The results, depicted in Fig. 5 and. 6, show the harmonic mean of the
recall and precision for the eight combinations involving each algorithm. Each bar is
for the combination identified by the number on that bar. For comparison, we also show
the result obtained by a matching algorithm that only uses the unique attribute (Name).

Test I shows that when information is partial but accurate, the eighth combination
that uses all of the three algorithms (Pre-D, Post-R and Pre-F) is the best. Test II shows
that when information is inaccurate, Post-R is not effective (as was also the case for the
real-world data) and it is better to use just Pre-D and Pre-F (the seventh combination).

Figures 7 and 8 show the performance of the NW method for varying levels of
completeness and accuracy. In Figure 7, the accuracy varies, i.e., a(U) = a(N) =
70% . . . 100%, and the completeness is fixed, i.e., c(U) = c(N) = 100%. In Figure 8,
the completeness varies, i.e., c(U) = c(N) = 40% . . . 100%, and the accuracy is fixed,
i.e., a(U) = a(N) = 100%. In each graph, the serial number refers to the combina-
tion that produced the graph. Note that the results of only 6 methods (1,2,3,5,7,8) are
presented, since the other two are inferior.

The followings are our conclusions from the tests.

1. When there is a unique attribute, it is always good to identify pairs and remove
them from the matching algorithm (Method 2).

2. When there is a non-unique attribute, it is always good to use factorized distance
(Method 5).

3. Although additional information improves the quality of the results, the main factor
that determines the quality is still the location-based algorithm.

4. When the attributes are not accurate, using the additional information before the
matching improves the quality of the result. But using it after the location-based
matching has a negative effect, for the following reason. While there is only a low
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Fig. 7. Results of NW for varying accuracy Fig. 8. Results of NW for varying completeness

probability that two proximate yet non-corresponding objects have the same value
for a unique attribute,there is a considerably higher probability that two correspond-
ing objects have different values for some unique attribute.

The tests show that in all cases using additional attribute before applying a location-
based matching algorithm improves the quality of the results. Applying additional in-
formation at the end yields an improvement only if that information is accurate.

5 Conclusion

Traditionally, integration of geo-spatial data is being done using map conflation [13,6].
However, map conflation is not efficient since whole maps are integrated, not just se-
lected objects. Thus, conflation is not suitable for Web applications or in the context
of mediators [4,12,19,20] where users request answers to specific queries. Integrating
spatial datasets using only geometrical or topological properties [2,3,14] or using only
alpha numeric attributes [9,10], both do not use all the available information but can be
combined using the approach we introduced in this paper.

Other approaches use both spatial and non-spatial attributes (e.g. [7,15,17]). How-
ever, these approaches occasionally remain on the schema level, rather than actually
matching the objects, such as [7], or has large computation time as [15,17].

In this work we showed how data from maps on the Web can be integrated using
location-based algorithms, and how to utilize information additional to location when
such information exists. We presented three new matching algorithms and tested them
on data with varying levels of incompleteness and inaccuracy. Interestingly, our exper-
iments show that when the additional information is accurate it should be used both
before and after the location-based matching process. When the additional information
is not very accurate, the information should be used only prior to the location-based
matching process. Our experiments show that the new algorithms improve the existing
location-based matching algorithms.
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Abstract. We propose a method for modeling the time-series of local spatial 
association in geographical phenomena and implement a Web-based statistical 
GIS for the time-series analysis using client-provided dataset. In order to 
examine the pattern of time-series and classify similar ones on a cluster basis, 
we employ Moran scatterplot and extend it to time-series Moran scatterplot 
accumulated over a certain span of time. Using the time-series Moran 
scatterplot, we develop similarity measures of “state sequence” and “clustering 
transition” for the time-series of local spatial association. If we connect n 
corresponding points of a region on the time-series Moran scatterplot, the 
connected line composed of n nodes and n-1 edges forms a time-series 
signature of local spatial association for the region. From the similarity matrix 
of the time-series signatures, we generate a map of the clustered classification 
of changing regions. These analytical functionalities of cluster analysis on the 
time-series of local spatial association are implemented in a Web-based GIS 
using XML Web Services. 

Keywords: Web-based Statistical GIS, Local Spatial Association, Cluster 
Analysis. 

1   Introduction 

The concept of spatial association may represent one of the core philosophies in 
geography [27, 18]: “Everything is related to everything else, but near things are more 
related than distant things.” The relationship or association among geographic entities 
has been modeled in statistical measures at global or local scale. While the global 
measures of spatial association [19, 9, 10] present the overall degree of spatial 
dependence among regions in the whole area, the local measures of spatial association 
[2, 20] provide the information about the individual degree of spatial dependence of a 
region and its neighbors. The local spatial association can be extended to cluster 
formation, in that similar regions have more possibility to be located adjacent to each 
other. Besides, since the relationship of a region and its neighbors changes by time, 
the changes in local spatial association need to be approached on a time-series basis. 
In temporal context, a cluster analysis based on the similarity of the time-series of 
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local spatial association could facilitate the capturing of common changes in spatially 
associated regions. 

One of the recent trends in computing environment of spatial data analysis may be 
Web-based GIS for open access to analytical functionalities. Beyond the previous 
emphasis of the Web-based GIS on map delivery, cartographic presentation, and pro-
viding of geographical information [14, 22, 13, 15, 28], more specialized spatial 
analytical capabilities are implemented on the Web nowadays [4, 6, 16] including 
exploratory spatial data analysis [1, 21, 25, 26, 4] and spatial modeling [11, 24, 29]. 
In addition to these contributions, the analytical functionalities allowing for client-
provided dataset can be another contribution. So far, Web-based analytical GIS have 
mainly dealt with server-provided dataset, but the incorporation of client-provided 
dataset may elevate the interactiveness and extensibility that ensure more open access 
to spatial data analysis on the Web. 

The objective of this paper is to propose a method for modeling the time-series of 
local spatial association in geographical phenomena and implement a Web-based 
statistical GIS for the time-series analysis using client-provided dataset. In order to 
examine the pattern of time-series and classify similar ones on a cluster basis, we 
employ Moran scatterplot and extend it to time-series Moran scatterplot accumulated 
over a certain span of time. Using the time-series Moran scatterplot, we develop 
similarity measures of “state sequence” and “clustering transition” for the time-series 
of local spatial association. If we connect n corresponding points of a region on the 
time-series Moran scatterplot, the connected line composed of n nodes and n-1 edges 
forms a time-series signature of local spatial association for the region. From the 
similarity matrix of the time-series signatures, we generate a map of the clustered 
classification of changing regions. These analytical functionalities of cluster analysis 
on the time-series of local spatial association are implemented in a Web-based GIS 
using XML Web Services. 

While the background and objective of this paper being introduced in this section, 
we examine related work to spatial association in section 2. As to the components of 
the proposed method, section 3 describes the time-series signature of local spatial 
association, similarity measures for the time-series signature, cluster analysis for the 
time-series signature, and Web-based GIS implementation for these analytical 
functionalities. Section 4 demonstrates the implemented system by use of a client-
provided dataset: elderly population ratio of 65 administrative units in Seoul 
Metropolitan Area, 1995-2004. Section 5 concludes the paper with a summary and 
implications of our work. 

2   Spatial Association 

Global measures of spatial association (or autocorrelation) such as Moran’s I [19], 
Geary’s C [9], and G statistics of Getis & Ord [10] derive a single value representing 
a study area. However, since the global value may not be universally applicable 
throughout the whole area, local measures of spatial association alternatively examine 
the spatial dependence among subset regions focusing on the variation within the 
study area [7, 8, 5]. As local indicators of spatial association (LISA), local Moran’s I, 
local Geary’s C [2], and local G statistics of Ord & Getis [20] provide the local values 
for each subset region. 
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Local Moran’s I, the most commonly used local indicator is extended to Moran 
scatterplot [3] that assesses the local instability in spatial association in a study area. 
As in Figure 1, the horizontal axis denotes Z-score of each subset region, and the 
vertical axis denotes spatially lagged Z-score, namely, mean of the neighbors’ Z-score 
of the corresponding region. The four quadrants of Moran scatterplot are interpreted 
as in Table 1. The Moran Scatterplot allows for a visualization of several 
geographical aspects of the distribution at a given point in time. First, as the spatial-
lag pairs become concentrated in quadrant I/III or quadrant II/IV, the overall level of 
spatial association in the distribution strengthens. Secondly, outliers in terms of 
spatial-lag pairs that deviate from the overall trend can be easily identified. Thirdly, 
clusters of local spatial association can also be identified in the scatterplot [23]. 

 
Fig. 1. Moran scatterplot for assessing the local pattern of spatial association 

Table 1. Interpretation of Moran scatterplot 

State Quadrant Autocorrelation Interpretation 
HH I Positive Cluster - “I’m high and my neighbors are high.” 
LH II Negative Outlier - “I’m a low outlier among high neighbors.” 
LL III Positive Cluster - “I’m low and my neighbors are low.” 
HL IV Negative Outlier - “I’m a high outlier among low neighbors.” 

If considering temporal change of the state of Moran scatterplot, a state sequence 
{LL  LL  LH  LH  HH  HH}, for instance, implies that “I was low like 
my neighbors (LL). While I was still low, my neighbors became high (LH). Then, I 
became high like my neighbors (HH).” In order to examine such changes, Rey [23] 
proposes a space-time transition measure using Moran scatterplot and Markov chain. 
This method provides a refined analysis on the probability of the regional change in 
relation to the change of neighbors. Five transition types are defined in the analysis. 
Type 0 denotes no move of both a region and its neighbors. Type I denotes a relative 
move of only the region, such as HH  LH, HL  LL, LH  HH, and LL  HL. 
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Type II denotes a relative move of only the neighbors, such as HH  HL, HL  HH, 
LH  LL, and LL  LH. Type III denotes a move of both a region and its neighbors 
to a different side: Type IIIA includes joint upward move (LL  HH) and joint 
downward move (LL  HH) whereas Type IIIB includes diagonal switch such as HL 

 LH and LH  HL. Since these transition types are derived on a time-span basis 
and incorporated in a discontinuous Markov chain, each transition is taken as an 
individual observation. For example, t0  t1  t2  ...  t7  t8  t9 includes nine 
individual observations for the time-span {t  t+1}, and each observation participates 
in calculating the probability of regional change by transition type, regardless of time 
order. 

3   Proposed Method 

Since the above space-time transition measure is based on a discontinuous Markov 
chain, the probability of regional change by transition type may not sufficiently reflect 
the sequential aspect of regional change. As an alternative to this, we deal with the 
regional change using a time-ordered sequence of region’s state that continuously 
connects the state of local spatial association at certain intervals. More importantly, 
our method provides a clustered classification of changing regions according to the 
similarity of the time-series signature of local spatial association. These analytical 
functionalities of cluster analysis on the time-series of local spatial association are 
implemented using XML Web Services that can ensure standardized open access to 
Web-based statistical GIS. 

3.1   Time-Series Signature of Local Spatial Association 

In order to examine the pattern of the time-series of local spatial association, we 
employ Moran scatterplot and extend it to the time-series Moran scatterplot that is 
accumulated over a certain span of time. If we connect n corresponding points of a 
region on the time-series Moran scatterplot, the connected line composed of n nodes 
and n-1 edges forms a time-series signature of local spatial association for the region. 
While the node of a region’s signature represents the state of local spatial association 
at a given point in time, the edge of a region’s signature represents the transition of 
local spatial association in a given period of time. For the notations of a node’s state 
of local spatial association, we use I/II/III/IV after four quadrants of Moran scatter-
plot. In addition, an edge connecting two nodes has the information about “clustering 
transition,” such as upward/downward clustering and declustering. We set up six 
notations for the “clustering transition” as in Table 2. 

Upward clustering (UC) includes the transitions such as LH  HH and HL  HH. 
Downward clustering (DC) includes the transitions such as LH  LL and HL  LL. 
Upward declustering (UD) includes the transitions that a region (relatively) moves up 
while its neighbors (relatively) move down, such as HH  HL and LL  HL. 
Downward declustering (DD) includes the transitions that a region (relatively) moves 
down while its neighbors (relatively) move up, such as HH  LH and LL  LH. In 
addition, joint upward clustering (JU) denotes LL  HH, and joint downward 
clustering (JD) denotes LL  HH transition. No change in the transition is 
represented as (O). 
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Table 2. Notations for “clustering transition” of local spatial association 

 I (HHi+1) II (LHi+1) III (LLi+1) IV (HLi+1) 
I (HHi) O DD JD UD 
II (LHi) UC O DC UD 
III (LLi) JU DD O UD 
IV (HLi) UC DD DC O 

3.2   Similarity Measures for Time-Series Signature of Local Spatial Association 

Every region has its own time-series signature of local spatial association. Some of 
them may be similar or may be not. Similarity measure for the time-series signature is 
a key to the cluster analysis of local spatial association because the similarity explains 
as to the cluster formation of the regions that have experienced similar history in 
terms of local spatial association. In order to obtain the similarity matrix of region 
pairs from the time-series signature of each region, we employ Levenshtein metric, 
the most commonly used method for sequence comparison of categorical data [12]. 
The Levenshtein metric is defined as the minimum number of edit operation 
(insertion/deletion/substitution) needed to transform one sequence into the other, 
namely, a unit cost for the edit operations [17]. Figure 2(a) is a pseudocode for the 
function LevenshteinDistance that takes two sequences, seq1 of length lenSeq1, and 
seq2 of length lenSeq2, and computes the Levenshtein metric between them. Figure 
2(b) is a calculation example of the Levenshtein metric between {III-III-II-I-I-I} and 
{III-II-II-I-I-IV}. 

 

Fig. 2. Levenshtein metric for the sequence comparison of categorical data 

Using the Levenshtein metric, the similarity measures for the time-series signature 
of local spatial association indicates the dissimilarity of each region pair in terms of 
“state sequence” (using the notations I/II/III/IV) and “clustering transition” (using the 
notations UC/DC/UD/DD/JU/JD). The black point in Figure 3(a) represents the state 
at a given point in time, and the thick line in Figure 3(b) represents the transition in a 
given period of time. 
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Fig. 3. Comparison of the time-series signatures of local spatial association 

3.3   Clustered Classification of Changing Regions 

The clustered classification of changing regions in terms of the time-series of local 
spatial association is conducted using the similarity matrix of “state sequence” and  
 

 

Fig. 4. System architecture based on XML Web Services 
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“clustering transition” of the time-series signatures. For this cluster analysis, we 
employ Ward method [30] that minimizes the sum of squares of any two 
(hypothetical) clusters. 

3.4   System Architecture of Web-Based Statistical GIS 

The analytical functionalities of cluster analysis on the time-series of local spatial 
association are implemented in the modules of server-side business logic, such as data 
handler, spatial analyzer, and graphics handler. The consumption of serve-side 
modules is carried out by the brokerage of XML Web Services that provide an open 
interface for Web clients in the form of a Web method. Client-side Web pages are 
composed in ASP .NET with the code-behind in C#. NET. The system architecture is 
illustrated in Figure 4. 

4   Experimental Analysis 

A case study of cluster analysis for the time-series signature of local spatial 
association is conducted by use of client-provided dataset in the form of a zip file 
including ESRI Shapefile. In the experimental analysis, we use the elderly population 
ratio of 65 administrative units in Seoul Metropolitan Area, 1995–2004 on a yearly 
basis. This region shows a peculiar spatial structure: its population reaches almost 
50% of the total population whereas its area is approximately 10% of Korea. 
Moreover, since the average life span of Korean people has been elongated up to 78.2 
in 2005, the analysis on elderly population ratio of Seoul Metropolitan Area might be 
an interesting example. 

4.1   State Sequence of Time-Series Local Spatial Association 

From the time-series signature of local spatial association, the accumulated “state 
sequence” of each region is extracted for cluster analysis. Each cluster in Figure 5 
classified by Ward method seems to have experienced similar history in the state 
change of local spatial association. Cluster 1 is characterized by the legacy urban 
areas in Seoul and the rural areas in Gyeonggi where elderly population is relatively 
high. While cluster 2 includes the developing urban and suburban areas where elderly 
population is relatively low, cluster 3 has no remarkable characteristics. 

4.2   Clustering Transition of Time-Series Local Spatial Association 

While the analysis of “state sequence” derived from time-series signature of local 
spatial association is based on individual region’s state change in relation to its 
neighbors, the analysis of “clustering transition” is about the change in clustering 
tendency in relation to its neighbors, such as upward/downward clustering and 
declustering. From the “clustering transition” of time-series signature, three clusters 
are classified as in Figure 6. Cluster 1 represents the regions of no change; cluster 2 
includes the regions of upward change; and cluster 3 includes the regions of 
downward change in the clustering tendency. 
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Fig. 5. Cluster analysis (I): “state sequence” of time-series local spatial association 

 

Fig. 6. Cluster analysis (II): “clustering transition” of time-series local spatial association 
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5   Concluding Remarks 

In this paper, we focused on the concept of spatial association, one of the core 
philosophies in geography. In order to capture the temporal context of spatial 
association at local scale, we proposed a method of cluster analysis on the time-series 
signature of Moran scatterplot, covering “state sequence” and “clustering transition” 
of local spatial association. From the similarity matrix of the time-series signatures, 
we generated a map of the clustered classification of changing regions. By the 
implementation of a Web-based statistical GIS, the analytical functionalities are 
extended to utilizing client-provided dataset for more open access to spatial data 
analysis on the Web. 
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Abstract. Map matching is not always perfect and sometimes produces mis-
matches. Thus, there is a degree of uncertainty for how well a map-matching 
algorithm will perform under certain circumstances. Circumstantial factors in-
clude accuracies of sensor data and surrounding road network structure, among 
others. This paper attempts to shed light on this uncertainty and proposes a 
methodology for predicting performances of map matching algorithms at given 
locations on a digital road network. In short, using a vehicle’s position, the  
proposed methodology can be employed to predict the performance of a map-
matching algorithm at that position. Since map-matching algorithms are differ-
ent in their logic of matching vehicle’s positions to road segments, there should 
be a separate prediction algorithm based on the methodology for each map-
matching algorithm. To demonstrate the methodology’s benefits, a probability 
algorithm to predict the performance of a point-to-curve map-matching algo-
rithm is outlined. 

Keywords: Map-Matching, Prediction, Probability, Vehicle Navigation System. 

1   Introduction 

Today vehicle navigation systems are becoming increasingly popular as technology im-
proves and prices decline. These systems provide turn-by-turn directions creating a 
safer, easier, and more efficient driving experience. They also inform users of their  
estimated position on a digital map, making them appealing to a wide variety of applica-
tions. In order to know a driver’s location a procedure called map matching is em-
ployed, where an estimated location (from a positioning sensor like GPS) is merged to a 
digital map.  The end result is a map-matched position on a digital road network which 
is calculated from the estimated position and corresponds to the vehicle’s actual loca-
tion.  There are three key components to map matching: (1) positioning data, (2) a  
digital map, and (3) a map-matching algorithm [9]. Each component has the potential to 
introduce error and thereby cause poor matching results [9]. Essentially, map-matching 
algorithms (MMAs) process noisy input data and output a precise estimate of the actual 
position. Although the algorithm may make a match, it is uncertain how accurate the 
match truly is. Factors such as digital map errors, positional uncertainty, and algorithmic 
shortcomings create varying levels of matching accuracy.  
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Map-matching can be broken down into three major tasks: (1) creating the problem 
space, (2) selecting the best road segment, and (3) projecting onto that road segment. 
These tasks are the unique set of rules that define and govern the operational procedure 
of the algorithm and must be accomplished in order to complete the matching process. 

 Because map-matching is an estimation, it sometimes provides inaccurate matches 
or “mismatches”. Currently, there is no method to guarantee the accuracy of a map-
matched position but having this information could greatly benefit a number of appli-
cations.  Being able to predict map-matching performance allows applications to 
make better decisions based on this knowledge, potentially enhancing efficiency and 
productivity. For example, when planning a route for a vehicle, high matching per-
formance may be desired whereby the vehicle is very likely to be located at the 
matched position. Forehand knowledge of the map-matching accuracy can assist in 
choosing a route with the desired matching performance. Other uses include assisting 
MMAs overcome ambiguous matching situations and improving vehicle-to-vehicle 
(V2V) communication by enhancing positioning knowledge [2]. 

In this paper a methodology for predicting the performance of a MMA is pre-
sented. For a particular matching scenario, where the vehicle’s location is known and 
a specific MMA is given, the predictive methodology is able to indicate the probabil-
ity that the given algorithm will make an accurate match. The basic idea is to run a 
simulation of the algorithm at a desired location on a digital road network in order to 
predict the algorithm’s performance. Consequently, it is possible to determine the er-
ror distribution of the sensor data at this location and thus indicate which points 
within the distribution will match correctly and which will not. Knowing the matching 
probability will indicate the success rate of the algorithm and is accomplished by cou-
pling the probability density distribution of positioning data with the logic of a par-
ticular MMA. 

The goal of this methodology is to provide users with the level of confidence of the 
accuracy for map-matched positions.  In Section 2 the details of the methodology are 
presented, starting with the needed inputs and continuing with each subsequent proc-
ess of the solution.  In Section 3 a map matching probability algorithm (MMPA) for a 
point-to-curve MMA is described. The MMPA demonstrates how the performance of 
the given point-to-curve algorithm could be predicted. In Section 4, conclusions and 
future research are discussed.  

2   Methodology for Predicting the Performances of MMAs  

The methodology for predicting the performance of a MMA is to create a MMPA  
that emulates the MMA’s matching procedure. Examining the general structure of a 
MMA reveals some common trends which include a method for constructing a prob-
lem space, a selection process for selecting the best road segment, and a projection 
process for projecting onto the selected road segment. These steps are the governing 
rules that define the MMA.The goal of the MMPA is to recreate these steps in such a 
way as to output a probability or level of confidence for the given MMA.  

MMAs are different from MMPAs in two important aspects. First, they differ in 
the type and content of the information received as input, and secondly, they differ in 
their final goal and information output. For example, a MMA does not know the  
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vehicle’s actual location and instead uses a known position point (obtained through 
GPS receivers and/or some other positioning sensors) to estimate the vehicle’s loca-
tion. In this case, the input information is a discrete positioning point and is used to 
estimate the location of the vehicle. Conversely, the MMPA starts with the vehicle’s 
true location and determines the matching performance by examining a probability 
density distribution of the positioning points. Here, positional data can fall anywhere 
within a certain range of the vehicle’s actual location and is known as the sensor error 
region. The MMPA determines what positioning points within the sensor error region 
will cause the MMA to match to the correct location (the vehicle’s true position). This 
then indicates the success rate for that MMA at that particular vehicle location.  

Figure 1 represents the general methodology for finding the level of confidence for 
any MMA. In essence, the methodology consists of the general set of tasks for the 
MMPA. An explanation of the input and each of the steps will follow and an example 
algorithm is then detailed. 

2.1   Inputs to MMPA 

In Figure 1 the inputs to MMPA are contained within the dashed box and consist of 
the road network, the vehicle’s positions, the algorithm logic, and the sensor error. 
The given road network is used as the sample set of road segments for the map- 
matching process. The given vehicle positions are the known locations of the vehicle 
on the road network. The given algorithmic logic provides the rules for constructing 
the problem space, road segment selection, and position projection processes. The 
given sensor accuracy is the range of error representing the probable location of the 
sensor data. Each of these plays an important role in understanding the matching per-
formance and each is detailed in Figure 1. 

2.1.1   Road Network 
The road network is the vector representation of the set of roads (N) for a given area. 
Each of the roads within N is represented as a piecewise linear set of curves in R2, 
called a road segment. Each road segment is created by a series of shape points and 
terminated by a node [5]. However, because a vector road network is a representation, 
it will inevitably contain errors. In [9], an explanation detailing map errors and how 
they impact the map matching process is discussed. Some common errors include 
missing roads, multilane roads represented as a single centerline, the lack of height in-
formation on a 2D surface, and inaccurate road geometries. 

In the methodology presented here some of these errors will have no impact on the 
predictive performance. For example, since the MMPA is conducted at a known posi-
tion on a digital road network, the known location must be on a road segment and 
cannot be on a road that is not present in the road network. Therefore, missing roads 
will not affect the MMPA because all probabilities will be calculated at positions on 
existing roads within the network.  However, from the MMPA’s point of view, inac-
curate road geometries and the lack of height information will seem to impact sensor 
data, and not the surrounding road structure. Further research may be needed to gauge 
the impact of such inaccuracies.   
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Fig. 1. Concept of the predictive map-matching methodology 

2.1.2   Vehicular Positions 
The vehicle’s positions are the known locations of a vehicle on the road segments at 
times t to t-n within the digital road network. These positions are labeled Pt to Pt-n and 
are input by the user in accordance with the requirements of the given MMA. For ex-
ample, given a simple point-to-curve MMA that does not use any historical data for 
its computations, the location Pt represents the known location of the vehicle at time t, 
is the only historical point needed, and is the position at which the performance of the 
algorithm is measured. However, other MMAs may require historical position points. 
In another example, finding the performance of a curve-to-curve MMA requires a  
position Pt as well as subsequent positions Pt-1 to Pt-n with n depending on the re-
quirements of the algorithm. The basic premise of a curve-to-curve algorithm uses the 
previous n number of points to construct an imaginary road segment to be compared 
to the surrounding road segments within the problem space. In order to successfully 
complete this task, the MMPA will need to recreate the imaginary road segments 
from points Pt to Pt-n.  

Generally speaking, the vehicle’s positions are the locations on the road network 
where, in a real world situation, the vehicle would be updated with positioning data. It 
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is important to note that this is not the estimated position received, for example, by a 
GPS unit, but rather the known position of the vehicle where the GPS unit received 
signals from the satellites.  There must be at least one known position Pt and any 
number of others as required by the MMA. Pt represents the most recent vehicle posi-
tion and is the location where the MMPA finds the final probability.  

2.1.3   Map-Matching Logic 
The algorithmic logic is considered to be the set of steps followed by a MMA to 
achieve the three tasks of the matching process: defining the problem space, selecting 
the correct road segment, and projecting a position onto the selected road segment. 
The MMPA models the logic of the MMA. For example, using a variation of the 
point-to-curve algorithm in [5], where heading and topological information are used, 
the problem space is constructed through topological connectivity.  In other words, all 
road segments connected to the most recently matched road segment are included in 
the problem space. Then, the road segment within the candidate list that has the short-
est distance to the input GPS point is chosen. Finally, the MMA projects the GPS 
point to the closest location on the selected road segment. The MMPA would use the 
rules outlined by the MMA above, to reconstruct the matching scenario for the prob-
ability distribution area of the GPS points. 

2.1.4   Sensor Accuracy 
The sensor accuracy input is the probability distribution area for the vehicle’s position-
ing data.  Different positioning sensors have differing levels of accuracy. From these 
sensors, a range of error can be constructed outlining the probability distribution in 
which a positioning point will fall. This area is considered to be the range of error vari-
ance, labeled At through At-n. As mentioned in sub-section 2.1.2, these error ranges are 
constructed for the corresponding vehicle’s positions Pt to Pt-n. In other words, the vehi-
cle’s positions will then represent the positions of error variance of the sensor data.  

2.2   Processing Steps 

In Figure 1 there are six steps outlining the process needed to determine the probabil-
ity. These steps use the input described above and are designed to mimic the general1 
map matching process. Steps 1 and 2 are used for initialization, Step 3 defines the 
problem space, Step 4 selects the road segment, Step 5 selects the position, and Step 6 
is used to calculate the final probability. Each of these steps is reviewed in detail. 

2.2.1   Steps 1 and 2: Initialization 
The methodology works on the principle of recreating a map-matching scenario for a 
specific algorithm using a continuous probability density function (PDF) as the posi-
tioning input. The first two steps of the process map the PDF to the digital road net-
work. These steps will have the same general procedure for all MMPAs but will differ 
in details like the number of vehicle positions used and error ellipses constructed.  

                                                           
1 The word general is used here to indicate the unspecified map matching process. When using 

this methodology to construct an algorithm the general map matching process will be replaced 
with the process defined by a given MMA. 
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Step 1 simply overlays the known vehicle’s positions, Pt through Pt-n, onto the digital 
road network N. The second step follows by overlaying the error region At through   
At-n for each position point P. The road segment that contains Pt  is labeled as ep. 

2.2.2   Steps 3: Defining the Problem Space 
This step determines the set of candidate road segments according to the procedure 
outlined by the given MMA. There are many different approaches to determine the 
problem space and some of the most common use a method of topology [3][5] or a 
range of error variance [4][8]. Careful attention is needed to determine the problem 
space so as not to introduce error. If the MMA’s matching process is not successfully 
replicated in the design of the MMPA, the output probability of the MMPA will not 
be accurate. As an example, MMAs such as those described in [4][8], determine the 
problem space by constructing an ellipse of error variance around the input GPS 
point. The road segments that fall within this ellipse are considered as the list of can-
didate road segments. Each respective algorithm then performs a unique set of proce-
dures on the problem space to determine the road segment with the best2 match. The 
MMPA attempts to imitate this procedure using a continuous probability distribution 
instead of an exact position point as input. The MMPA creates the problem space ac-
cording to the logic of the MMA and on a region-by-region basis within the sensor er-
ror ellipse At. This means that there could be many different problem spaces within 
one error ellipse At, with each position “seeing” its own set of candidate road seg-
ments. The problem space is constructed on a region-by-region basis as opposed to 
one large, communal problem space because different regions within the ellipse At 

may have a specific set of road segments that influence the matching process that are 
unique to that region.  

2.2.3   Steps 4: Choosing Road Segment  
The goal of this step is to determine the percentage of all points within At that will select 
the known road segment ep which contains Pt. Using the problem space(s) determined in 
the last step, the MMPA recreates the selection process and maps out the geometric area 
of points that select ep from the problem space and labels this area as Ap. 

There are many different MMAs and hence many different ways of completing this 
task. The complexity of this step can range from the very simple, as seen with algo-
rithms that choose the closest road segment [5], to the very complex, as seen with al-
gorithms that use fuzzy logic systems [1]. Recreating the selection process in terms of 
probabilities is necessarily more complex than the map-matching situation being 
modeled. Careful attention should be given to the MMPA when recreating this step. If 
the selection process is not recreated accurately error will be introduced into the final 
probability. 

2.2.4   Steps 5 and 6:  Projecting Position and Calculating the Probability 
The goal of this step is to determine the region of points within Ap that correctly pro-
ject to position Pt. Running a simulation of the points within Ap using the logic of a 
given MMA will output the area of points that will map to the correct position Pt. This 
area is labeled Lp and represents all of the points within Ap that will match to the  

                                                           
2 The road segment within the problem space that most represents the vehicles actual location. 
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correct road segment ep and position Pt, giving a successful match. The final step of 
this methodology is to determine the probability of the region within Lp. This will in-
dicate the level of confidence for a given MMA at a known position on a digital map. 

3   Example Scenario 

In this section, a MMPA to determine the level of confidence for a modified version 
of the point-to-curve algorithm described in [5] is discussed. This algorithm uses GPS 
to receive positional data. The algorithm begins by establishing a problem space using 
a range query around the GPS point. Then the best road segment is chosen through a 
method of shortest distance. Finally, the map-matched position is projected onto the 
chosen road segment at the point of shortest distance. In our methodology, a MMPA 
is developed to mimic the map matching procedures for this algorithm. Figure 2 
represents the flowchart illustrating how the MMPA works. 

The point-to-curve algorithm was chosen because of its simplicity and instructional 
facilitation. However, most MMAs are much more complex and include other criteria 
such as heading information, speed, and topological connectivity, among others. 

3.1   Initialization 

Let Pt represents a point consisting of a pair of coordinates (xt, yt) at time t. This point 
will indicate the vehicle’s position on the road segment. First, Pt is first located on a 
road segment ep in the road network N. We assume that the road network N is rea-
sonably accurate and Pt is located on a road segment.  It is necessary for the MMPA 
to know the actual position of the vehicle on the road segment because the MMPA 
will calculate the performance of the MMA at position Pt. If the vehicle’s actual posi-
tion is not near Pt then the calculated performance will not reflect the vehicle’s actual 
position and be rendered useless.  

After locating Pt, the next step is to create a confidence region around Pt labeled At.  
This confidence region At is created by the predicted sensor variance-covariance of 
2D coordinate system (x, y). Predicting this variance-covariance is beyond the scope 
of this paper. However, there is a 99% probability that the positioning points received 
from the GPS will fall within the bounds of At. An error ellipse is chosen to represent 
this region with the length of the semi-major axis, a, and the length of the semi-minor, 
b, and the orientation of the semi-major axis relative to North,φ . To obtain a 99% 

confidence level, an expansion factor 
0σ̂  of 3.03 is used [10]. 
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where xσ  and yσ  are the variances of the sensor measurement errors, and 
xyσ is the 

covariance. 

3.1.1   Defining the Problem Space 
After Pt is located and its corresponding confidence region At established, then the 
problem space can be calculated. The rule set outlined by the given map matching 
logic governs how the probability algorithm will choose the problem space, select the 
best road segment, and project onto the selected road segment. In the algorithm pre-
sented in [5] the problem space is defined using a range query by selecting all the 
road segments within a calculated range around the GPS point. Because this algorithm 
does not use a complex method for determining the best road segment (for the second 
step of the matching process), we can make one large problem space for all points 
within the confidence region At. This problem space will include all the road segments 
that fall within an area that is twice the size of the confidence region At. This is possi-
ble because this MMA uses the method of shortest distance to calculate the best road 
segment. The extra road segments introduced through the communal problem space 
will not change the outcome of the matching probability because the extra road seg-
ments will not influence the shortest distance.  

The problem space Ot is plotted as having twice the size of area (At) and identifies 
the boundary within which candidate road segments are chosen for the next step. All 
road segments (ei where i = 1 to n) within the problem space except the actual road 
segment ep, are collected in E = {e1, e2, …, en}. Figure 3 shows the properties of this 
configuration. 

3.2   Road Segment Selection Process 

After defining the problem space, the next step is finding the area within the confi-
dence region At that matches to the road segment ep. Since we are only concerned 
with finding the region of points that match to ep, we can eliminate some road seg-
ments from set E. Accomplishing this task, begins by examining each road segment 
within E and determining if an unintersected line can be drawn from the selected road 
segment to ep. If the line drawn from ei intersects another road segment before it 
reaches ep, road segment ei is eliminated from set E. The remaining road segments are 
those road segments that will be used to calculate the area of points that match to ep.  
To identify this area the MMPA constructs the median lines lj between ep and each of 
the remaining road segments in set E. Each lj is a line segment that is equidistant from 
road segment ei and road segment ep. 

Let L be the set of median lines so that L = {l1, l2, …, lm}. Due to the characteristic 
of N, that is, all road segments are piecewise linear, median lines are also piecewise 
linear. In addition, lj indicates the ambiguous position where the point-to-curve algo-
rithm has to choose between two shortest road segments of the same distance. There-
fore, we assume that only those points that fall within the boundaries defined by L 
will match correctly to ep. 
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Fig. 2. Flowchart for the point-to-curve probability algorithm 
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Fig. 3. Final result for the MMPA constructed for the point-to-curve MMA 

3.3   Position Projection Process 

The area within the error ellipse enclosed by L represents those points that match to ep 
and this area is named as Ap. We define the probability of Ap that the confidence level 
given a correct road segment as P(Ap). As mentioned in the initialization step, the con-
fidence region At has the probability 0.99. Thus, if Ap is a part of the error ellipse At, 
P(Ap) is less than 0.99 as presented by the shaded area in Figure 3. To be more accu-
rate in computing P(Ap), the bivariate normal distribution function is taken into ac-
count as presented in (4) [6].  
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=  is the spatial correlation coefficient 11 ≤≤− ρ . Therefore, the 

probability of the area can be computed by using (5) 

However, if no road segment within Ot is selected to E which is processed in the 
previous step, all possible positioning points within the confidence region will be 
snapped on ep. In other words, when Ap = At, the confidence level given the correct 
road segment is 0.99.  

3.4   Calculating Level of Confidence 

Because the point-to-curve algorithm uses the shortest distance as the criterion for 
projecting onto a road segment, we know that this algorithm will give a correct posi-
tion only if points fall on a perpendicular line intersecting ep at Pt. This line is defined 

( ) ( )dxdyyxpAP
pA

p = ,  
(5) 
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as Lp as represented in Figure 3. Therefore, the probability of Lp is the confidence 
level given a correct position and can be compute by (6) 

( ) ( )dyyxpLP
pL

p = ,  
(6) 

where Lp is located at x = 0. 

4   Conclusions and Future Research 

In this paper, we presented a methodology for calculating the performance of a MMA 
at a known position on a digital road network. The methodology provides the proce-
dures for constructing a MMPA that imitates a given MMA in order to calculate its 
matching probability. This is done by processing each of the MMA’s component parts 
in terms of the error distribution region for the positioning data. The MMPA outputs 
the level of confidence that the MMA will make a correct match. 

To demonstrate the proposed methodology, we outlined a specific MMA that em-
ploys a point-to-curve with the shortest distance matching approach. The results of 
our research indicate that a probability algorithm can be constructed to measure the 
matching performance of a MMA, thus providing users with a level of confidence on 
the matched positions. 

The MMA used for the proposed algorithm is fairly simple and further work is 
needed to determine how this methodology would apply to more complex algorithms 
such as those that use curve-to-curve (with many historical points and therefore joint 
probabilities) and or other matching approaches like fuzzy logic. Further research 
may also examine how map errors affect the MMPA including where the known posi-
tion Pt should be located on the digital map (multi lane road effect) and how geomet-
ric map errors impact the output of the MMPA. Limitations of the methodology only 
allow the calculations to be accurate where the vehicle’s position is known.  
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Abstract. Semantic Web technologies provide a promising prospect for 
automatic discovery and chaining of geospatial Web services. This paper 
addresses semantic geospatial Web services, particularly the path planning for 
service chaining. We use OWL-S to represent the geospatial semantic Web 
service. A graph with nodes representing services and connection weights 
representing degrees of semantic matching between nodes is formulated using 
information from multiple geospatial semantic Web services.  The graph is used 
to build logical path models, which can be instantiated to a physical service 
chain for execution. A prototype system, which includes a real world geospatial 
model, is implemented to demonstrate the concept and approach.  

Keywords: Geospatial Web Service; Service Composition; Service Chaining; 
Path Planning; Semantic Web Service; OWL-S. 

1   Introduction 

Tens of thousands of highly multidisciplinary, heterogeneous, and distributed datasets 
are now on-line. The data volume is climbing in an ever increasing speed. NASA’s 
Earth Observing System (EOS) alone is generating about 3.5 terabytes of data each 
day. This vast data source has become indispensable for many geospatial research and 
applications. While presenting unprecedented opportunities for people to explore, it at 
the same time brings substantial challenges. It is currently not possible to make fully 
use of this valuable data reservoir. Recent developments in Web service technologies 
offer promising prospective for people to significantly enhance their ability of using 
online/near-line data in the Web. The technologies provide interoperability among 
different services through standard descriptions of service interfaces. The 
interoperable services can be published, discovered, and accessed through the Web. A 
number of interoperable services have been available in the geospatial community, 
most notably the Open Geospatial Consortium (OGC) standard-compliant services, 
including Web Feature Service (WFS), Web Map Service (WMS), Web Coverage 
                                                           
* Corresponding author. 
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Service (WCS), Web Coordinate Transformation Service (WCTS), Web Image 
Classification Service (WICS), and Catalogue Services for Web (CSW). 

The power of geospatial Web services is, however, not just in their interfaces, but 
also in their potentials of being chained into the composite service to solve complex 
geospatial problem. To achieve the goal of automation of Web service composition, it 
is necessary to make Web services semantically meaningful, in addition to 
syntactically expressiveness. For example, the OGC WCS interface unambiguously 
defined the syntax for requesting a coverage data set. It does not tell, however, how to 
obtain a surface temperature data set instead of a soil moisture data set. Similarly, the 
WICS interface defines its input being a multiple-band image, which is essentially is a 
three dimensional (3D) data array. This input is not different from another service 
also taking a 3D array as input, such as a color compositing service. Semantic 
description of Web service and semantic interoperability ensure that right services are 
invoked to produce right outcomes, as oppose to syntactic interoperability that ensure 
services are invoked correctly. Geospatial semantic Web services described in this 
paper are those geospatial services enriched with semantic descriptions using such 
technologies as OWL-S 1 , WSMO 2 , WSDL-S 3 , and SWSF 4 . The properties of 
individual geospatial Web services, such as input, output and service functionality, 
are advertised with explicitly formalized semantic representation. In this way, the 
content transferred between the Web services becomes machine understandable, 
permitting automatic chaining of right geospatial Web services. 

This paper addresses semantic description of geospatial Web services, reasoning 
based on service semantics, and connecting such services automatically for geospatial 
modeling. The emphasis is on how to find the right services and optimum paths among 
the services.  We use OWL-S to represent the geospatial semantic Web service. A real 
world geospatial model is presented as the graph formulated using information from 
multiple geospatial semantic Web services. Nodes in the graph represent services and 
connectivity or edge weight is determined by the semantic matching of input and output 
of the services. The final optimum path is determined through path planning which 
consists of three interactive phases: path modeling, plan instantiation and service chain 
execution. The method presented in this paper can be used to answer specific 
geospatial-related “what if” questions in a Web service environment. A prototype 
system has been implemented to demonstrate the concept and approach. A use case on 
landslide susceptibility assessment has been employed in this online system to illustrate 
the applicability of this method to the real world problem.  

2   A Use Case 

A typical real world geospatial problem can often be represented as a “what is” or 
“what if” question for a certain location at a certain time, for example, “what is the 
landslide risk for location L at time T?”. 
                                                           
1 OWL-based Web Service Ontology.  http://www.daml.org/services/owl-s/1.1/ 
2 Web Service Modeling Ontology (WSMO). http://www.w3.org/Submission/WSMO/ 
3 Web Service Semantics - WSDL-S, 
   http://www.w3.org/2005/04/FSWS/Submissions/17/WSDL-S.htm  
4 Semantic Web Services Framework (SWSF), http://www.w3.org/Submission/2005/SUBM-

SWSF-20050909/ 
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Table 1. Services used in this example 

Service Description 

Landslide 
Susceptibility 

Two computational models for landslide susceptibility are 
provided. One takes into consideration the factors of terrain 
slope, terrain aspect, land cover types, and vegetation 
conditions (through Normalized Difference Vegetation 
Index-NDVI) by assigning each a weighting factor and 
then doing the map algebra computation. The other takes 
into consideration only the factors of terrain slope and 
terrain aspect with different weighting factors. 

Slope 
Computes the terrain slope from Digital Elevation Model 
(DEM) data. 

Slope Aspect Generates the terrain aspect from DEM data. 

ETM NDVI 
Calculates ETM NDVI based on the Near-infrared (NIR) 
image (i.e. ETM Band 4) and red image (i.e. ETM Band 3). 

WICS 
Performs the image classification functions (supervised) 
that can generate the land cover types. 

WCS Provides the available geospatial data in the data archives  

Automating the chaining process for answering such geospatial questions is 
characterized by several properties: 

(1) Data-centric discovery: The answer to a geospatial question is some kind of data, 
or more precisely, high level information or knowledge, for example, the landslide 
susceptibility data,  Such high level information or knowledge is usually not directly 
available, especially for a specific location and time and thus some “service” is 
needed to derive them.  We assume two simple computation models for landslide 
susceptibility index are available as landslideSusceptibility services: one takes 
consideration of terrain slope and aspect, land cover type, and vegetation growing 
condition, and the other is based only on terrain slope and aspect.  In each of the 
computation model, it also involves other models, such as deriving terrain slope from 
digital terrain model (DEM) and calculating Normalized Difference Vegetation Index 
(NDVI) as an indicator of vegetation growing condition.  These other models may 
also involve more models. When both services and data/information/knowledge can 
be correctly described based on their thematic meanings and such descriptions are 
advertised in widely accessible catalogues, the answer to a particular geospatial 
question is potentially always available through reasoning on the thematic 
descriptions of data/information and recursively call related services for those 
data/information. This is a data-driven backward chaining process that creates an 
executable service chain starting with available input data and ending at the answer to 
a question. 
(2) Semantic interoperability: Interoperability is the capability to exchange infor-
mation, execute programs, or transfer data among various functional units in a manner 
that requires the user to have little or no knowledge of the unique characteristics and 
internal implementation of those units [1]. Semantic interoperability assures that the 
contents of data and services are correctly understood when data/services are connected. 
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For example, a catalogue may show availability of an “ETM NDVI” service that can 
produce the “ETM NDVI” type of data but no service or data for NDVI is available.  A 
data-driven chaining based on exact matching will not be able to replace NDVI with 
ETM NDVI.  Thus, there should be a knowledge representation mechanism that will let 
the machine understand that ETM NDVI data can satisfy the requirement for NDVI. 
Ontology is introduced for such representation. Ontology is a formal, explicit 
specification of a conceptualization that provides a common vocabulary for a 
knowledge domain and defines the meaning of the terms and the relations between them 
[2]. The Web Ontology Language (OWL) [3], recommended by W3C as the standard 
Web ontology language, is used as a vehicle for the knowledge representation. 

Table 1 lists the services used to answer the example “what is the landslide risk for 
location L at time T”. This example will serve the use case in our paper. 

 

Fig. 1. OWL-S structure 

3   Geospatial Semantic Web Service 

As mentioned above, OWL-S is used to describe geospatial semantic Web services. 
Figure 1 presents a UML-style diagram illustrating how to describe WCS using 
OWL-S. 
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OWL-S consists of three main parts (Fig. 1):  

(1) service profile: what a service does (advertisement), e.g., WCS has “WCS” as 
its “ServiceType” and “Coverage” as its output “DataType”.  

(2) service model: how a service works (detailed description), e.g., WCS has a 
series of input parameters which are identified in the service model. 

(3) service grounding: how to assess a service (execution), e.g., the WCS output 
“DataType” is grounded to the output message of the GetCoverage operation 
(defined in the WCS WSDL) using an XSLT transformation. 

“DataType” and “ServiceType” are defined using ontologies that describe the 
input/output and functionality of service in OWL-S.  The service profile and service 
model are the semantic description of the Web service. Service grounding is the 
relation of the semantic description to the syntactic description of a service. WSDL is 
generally regarded as the syntactic description. 

4   Path Planning for Chaining Geospatial Web Services 

A “path” is an ordered sequence of services that, when composed, can generate an 
executable service chain for problem solving. Thus the process of chaining geospatial 
Web services is a path planning process. We used a three-phase approach for the path 
planning [4]. The first phase is to construct a logical model in which the most suitable 
service types are identified and logically connected. We refer to this as modeling 
phase. The second phase is to generate an executable service chain, a physical model, 
from the logical model through finding service instances of the chained service types.  
We refer to this as instantiation phase. The third phase is to actually execute the 
service chain. This three-phase approach can be identified as an offline planning 
approach in Artificial Intelligence (AI) planning. Compared to the online planning 
where different phases are not differentiated, offline planning is usually more suitable 
for geospatial Web service due to the nature of geospatial problem. Most geospatial 
models, such as the aforementioned landslide risk models, involve complex, data- and 
computing-intensive processes. Given the resources usually consumed by geospatial 
processing services, offline planning can bring more predictability and efficiency. 

4.1   Service Graph 

Figure 2 shows a directed graph describing a partial landslide model.  The nodes in 
this graph are services that will be needed to derive susceptibility index. The services 
are connected based on the semantic matches of their inputs and outputs, which are 
described by a “DataType” ontology defining the semantics of data and their 
hierarchical relationship. There are often multiple possible paths to research a specific 
node. For example, there are two landslideSusceptbility service nodes both generating 
landslide susceptibility index but taking different inputs. The connections between the 
services are assigned with positive weight values reflecting the different levels of the 
semantic matches. The weights are determined based on the hierarchical ontology 
relationships. Four levels of service matches are adopted: EXACT, SUBSUME, 
RELAXED and FAILED. To determine the connectivity from service Node1 to 
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service Node2, let OntR denote the input “DataType” of Node2 and OntP denote the 
output “DataType” of Node1. The four levels of matching can be expressed as 
following with the increasing weight values:  

EXACT: OntR equivalent to OntP (Edge Weight Value=1) 
SUBSUME: OntP is a subclassOf OntR (Edge Weight Value=2) 
RELAXED: OntR is a subclassOf OntP (Edge Weight Value=3) 
FAILED: None of above matches. (no connection or Edge Weight Value=+ ) 

Information needed to generate the service graph is provided by the service profile 
of each service’s OWL-S. The graph generated from service profiles is an abstract 
model which does not include information about physical availability of the involved 
services because OWL-S does not need to specify its service groundings. 

 

Fig. 2. A section of service graph 

A section of graph is shown in figure 2. The graph is a directed graph. Let ( )TD v  

denote the node degree of node v  which has m inputs, { }1 2, , , mIP ip ip ip= , and 

n outputs, { }1 2, , , nOP op op op= . For each input iip , the collection of services 

that can be potentially chained to v is given by ( )
1

li

j i
j

S ip
=

, where il is the number of 

services the can provide semantically matched output for the ith input of node v. For 

each output iop , the collection of services to which v can be chained is 
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S op
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, where ik is the number of services whose inputs semantically match the 

ith output of node v.  
Let ( )OD v  and ( )ID v  denotes, respectively, the outdegree and the indegree of 

node v . The node degree in the graph can be represented using equation (1). 
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4.2   Path Modeling 

During this phase the service graph is used to find one or more sequences, or logical 
paths, of services whose input and output match. Each path provides a logical solution 
to a real world geospatial problem, e.g., landslide susceptibility in our case. The 
choice among various paths is subject to semantic control and various performance 
criteria. Semantic control includes both the correctness of a path and the degree of 
matching between connected services. Performance criteria are usually more 
important in the next phase - the plan instantiation, yet, in the current phase, it can 
still be used to help select a plan based on the length of the logical path. Multiple 
paths are usually constructed to provide alternative plans to deal with different 
instantiation and runtime possibilities. For example, if a required data or service is 
found to be not available or a service returns an error when executing a plan, the next 
suitable plan can be used. Considering a “what if” question, for example, “what is the 
landslide risk for location L at time T if vegetation were changed?”, a logical path in 
figure 3 without the dotted rectangle is found. 

4.3   Plan Instantiation 

The instantiation process creates an executable service chain (physical path) by 
binding the service instances and available data to the logical path (i.e. plan). It 
consists of two steps: leaf node instantiation and service instance selection. 

4.3.1   Leaf Node Instantiation 
The concept of the “leaf node” is introduced to describe a service node for which at 
least one of its inputs, each described a specific “DataType” in the “DataType” 
ontology, is not connected to a service node in the logical path and thus data with 
correct DataType is needed for such an input. The process of binding a “DataType” to 
the available data is called leaf node instantiation. The available data may either be 
readily obtainable from some data provider or needs to be generated at run-time 
through a service chain. A geospatial catalogue is involved in this process to provide 
the information of data availability.  In addition to the “DataType” constraint, more 
filtering requirements, such as spatial and temporal extents and data format as 
instantiation parameters, are added to the query on the catalogue. If the requested data  
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Fig. 3. An example of physical model 

cannot be found, a matched service node in the graph can be selected to produce the 
requested data. Then the data query is moved on to the input “DataType” of the 
selected service node. The process continued until all input data are found available 
for the service chain. The resultant chain is called the “Physical Model”. Figure 3 
illustrates an example of the physical model resulting from the leaf node instantiation 
of an abstract model (i.e. logical path). The sub-chains inside the dotted rectangle 
represent the extension of the model after the instantiation process for a leaf node. 

4.3.2   Service Instance Selection 
Until now, each service node in the physical model is represented by an OWL-S 
service profile and is not bound to any service instance. A service profile can be 
bound to different service instances through corresponding service groundings. 
Different service instances are located at different physical addresses with related 
Quality of Service (QoS) information, such as network traffic and service 
performance. The selection of the service instance can be based on QoS information. 

4.4   Service Chain Execution 

The chaining result is represented as the OWL-S “Composite Process”. It can be 
executed in an OWL-S engine. There are many XML-based service composition 
languages such as the Business Process Execution Language for Web Services 
(BPEL4WS), the Web Services Flow Language (WSFL) and the Web Service 
Choreography Interface (WSCI). Aalst [5] compared these common service 
composition languages from the aspect of control flow. Twenty flow control 
constructs, such as sequence, parallel split, and choice, were identified as the 
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considerations most often required when designing a service composition language. 
The “Composite Process” ontology of OWL-S has control constructs from these 
pattern definitions. Composite processes are processes decomposable into other (non-
composite or composite) processes. The decomposition is specified by using control 
constructs. Since the definitions of most control constructs originate from the service 
composition languages, a composite process can be converted to any of the service 
composition languages to enable execution in the existing engine for these languages. 

5   Implementation and Result Analysis 

5.1   Implementation 

We use OWL-S to specify semantics for geospatial Web services. OWL-S API5 is 
used for OWL-S parsing and grounding execution. Jena Transitive Reasoner6 is 
selected for reasoning based on our application knowledge base. OWL-S Manager 
(OWLSManager), a component for OWL-S Files Management, is developed which 
can deploy and undeploy OWL-S files into the knowledge base. The path planning 
component (planner) operates on the service graph, which is dynamically generated 
from the run-time status of OWLSManager. The service profiles in OWL-S 
descriptions provide the nodes and edges in the graph as mentioned in section 4.1. 
Multiple paths as alternative plans are generated using the K-shortest path algorithm. 
A generation of Dijkstra’s algorithm [6] is adopted. Since it is a label setting 
algorithms [6], paths are determined throughout the computations instead of at the 
ending of algorithm, thus the efficiency is ensured when a large number of services 
are involved. The individual services with the same service profile can be selected 
based on the QoS information. A unified interface for the QoS provider is supported 
so different QoS criteria can be plugged in. The instantiation process interacts with a 
grid-enabled CSW [7]. The chaining result, i.e., the OWL-S composite process, can 
either be executed directly or be converted to BPEL to facilitate the use of the BPEL 
engine. All these components work as Web applications.  Figure 4 shows the user 
interface for path planning. An online demonstration of this implementation is 
available at http://www.laits.gmu.edu/geo/nga/index.html. 

5.2   Result Analysis 

We applied our implementation to the use case of landslide risk described in section 2 
to test the effectiveness of this approach. The path modeling results from the source 
input “ETM Band 3” and the target output “Landslide Susceptibility” are shown in 
Figure 4 to answer the example question mentioned in section 4.2. Each logical path 
is visualized as a linked graph created by WebDot7. The applicapability of this 
method are demonstrated by automatically chaining of multiple Web services to 
derive the landslide susceptibility index of the certain area (Diamond Canyon, 
California) on a certain day. The SUBSUME match, other than the EXACT match, is 
 

                                                           
5 http://www.mindswap.org/2004/owl-s/api/ 
6 http://jena.sourceforge.net/inference/index.html 
7 http://www.graphviz.org/ 
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Fig. 4. The path planning user interface 

capable to create available service chains, because the ETM NDVI service’s output 
ETM NDVI is not exactly the same as the NDVI input required by the landslide 
susceptibility service. The service chain in this use case can be automatically and 
dynamically generated whenever the CSW service is available and the data can be 
queried using the CSW service. The composite process can also be registered in the 
CSW as a virtual data product so that the composition process need not be repeated 
when a new request for the same data product is submitted.  

Two issues regarding this automatic path planning are identified through our 
research and implementation experiment. 

(1) Correctness of Model: The connection created in the service graph is purely based 
on the matching of ontology descriptions of the input and output DataTypes without 
considering the functionality of the services. It is possible that DataType ontologies 
may not completely capture the underline differences in service functionality. Human 
intervention might be needed to ensure the higher semantic accuracy for services in 
the automatically generated models, e.g., users can decide which path is correct in the 
“Modeling Results” part of Figure 4. 
(2) Quality of Model: Currently, path selection is based on the length of the path. The 
different match levels are reflected in the weight value of the connection edge, thus 
making this criterion reasonable. However, the creditability of a service chain is also 
affected by the internal implementation of services. Thus, a trust mechanism, such as 
user rating system, can be introduced to help the selection of model. 



224 P. Yue et al. 

6   Related Work 

Ninja introduces the concept of a “path” to define an ordered sequence of services 
that, when composed, result in the desired complex service [8]. The path concept is 
further subdivided into logical path and physical path. A logical path is a sequence of 
compatible operators and connectors. Operators perform computations on data and 
connectors provide data transport between operators. A physical path is created when 
the operators in the logical path are implemented on a specific machine (service 
instance). XML-based input-output matching of services is used to generate a node 
and connection graph of the service chain, and BFS (Breadth-First-Search) algorithm 
is used to generate a logical path.  A logical path is comparable to the process model 
in service composition, while the physical path is the instantiation of the process 
model. Our system uses a similar “path” concept. It differs in the following ways:  

(1) We focus on the geospatial domain and extend it with the data binding and 
instantiation process for leaf nodes.  

(2) We implement the K-shortest path to enable model selection.  
(3) We use a knowledge representation mechanism to describe the Web service 

and “DataType” match. 
(4) We use real Web services. 

The problem of automatic service composition in the semantic Web areas through 
Artificial Intelligence (AI) planning has been discussed extensively [9] [10] [11] [12]. 
In the planning problem, the world is modeled as a set of states that can be divided 
into initial states and goal states. An action is an operation that changes one state to 
another state. Thus, the assumption for Web service composition as a planning 
problem is that Web service can be specified as an action with an initial state 
(preconditions) and a new state (effects). A common characteristic of these methods is 
that they are subject to constraints and assumptions that limit their use for wide 
applications. Special procedures need to be performed for each application.  Our path 
planning approach captures this kind of geospatial Web service more appropriately 
for the data-centric geospatial problem, resulting in greater simplicity and efficiency.  

Some instances of geospatial Web service composition have been reported [13], 
[14]. One example is the Geosciences Network (GEON) [13][15]. Geospatial Web 
services, including data (GML representation) provider services and customized 
services with vector data processing functionalities are sampled to compose a 
workflow manually in the KEPLER system [15]. The KEPLER system provides a 
framework for workflow support in the scientific disciplines. The major feature of the 
KEPLER system is that it provides high-level workflow design while at the same time 
hiding the underlying complexity of the technologies from the user as much as 
possible. Both Web service technologies and Grid technologies are wrapped as 
extensions in the system. For example, individual workflow components (e.g., data 
movement, database querying, job scheduling, remote execution) are abstracted into a 
set of generic, reusable tasks in the Grid environment [16]. Thus, combining a 
knowledge representation technique (e.g. OWL and OWL-S), with the lower level, 
generic, common scientific workflow tasks in the KEPLER system is a worthwhile 
technique for attempting to minimize or eliminate human intervention in the 
generation and instantiation of workflow. Thus, incorporation of our method in this 
system should be explored. 
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7   Conclusions and Future Work 

This paper presents an approach to the automatic composition of geospatial Web 
services. OWL-S is adopted to describe a geospatial semantic Web service. Path 
planning is introduced to create service chain automatically. The service profiles in 
the OWL-S descriptions provide the nodes and edges in the graph. Multiple paths as 
alternative plans are generated using the K-shortest path algorithm. Individual 
services with the same service profile can be selected based QoS information.  This 
system has been applied to a use case of landslide susceptibility assessment. Six types 
of Web services, including the OGC Web Coverage Service (WCS) and Web Image 
Classification Service (WICS), are involved in the final service chain. The study 
shows how this system is efficient and where it is applicable. Further study will focus 
on refinement of the plan to support more specified domain logics or rules and will 
also include addressing the potential improvements to model correctness and quality 
as described in the results analysis section. 
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Abstract. Scalability is one of the crucial problems in realizing mas-
sively distributed systems such as ubiquitous computing. In this paper,
we focus on indexing methods in massively distributed environments. A
number of work on indexing in P2P, like CAN and Chord, have been de-

voted to overcome this problem. The lengths of routing path are O(dn
1
d )

for CAN and O(log n) for Chord, which are in fact the cost of search,
where there are n nodes. In this paper, we propose an alternative indexing
scheme not only relying on P2P but also on broadcasting environments.
The contributions of this paper include firstly the reduction of routing
path to nearly O(1) for road-oriented query by using broadcasting, and
secondly handling the mobility of nodes on road networks.

1 Introduction

Peer-to-Peer (P2P) is a promising approach to overcome the scalability problem
of massively distributed systems and ubiquitous computing environments. Several
methods have been proposed based on P2P such as Chord [1] and CAN [2]. They
provide efficient searching mechanism via distributed lookup tables, which are ef-
fectively distributed indices. But they have several weak points in applying it to
applications related to GIS or spatial database systems. First, they are not capa-
ble of handling mobility of nodes, even though some of them provides geographic
routing and searching [3,4]. Only static locations of nodes are considered by these
methods. Second, the length of routing path and hop counts of these methods,
which are basically the cost of searching in P2P, are still large.

In this paper, we propose a distributed indexing methods for mobile nodes
in P2P environments, where a fraction of index is periodically broadcasted over
the mobile nodes. This hybrid approach of indexing with P2P and broadcasting
reduces the hop counts nearly to a constant. But due to the limited bandwidth
of broadcasting, the index structure to be broadcasted should be designed care-
fully with minimum size of data as possible. The large size of broadcasting data
influences on the performance of search as indicated in [5]. For this reason, we
only contain a small fraction of indices in broadcasting messages.

In real applications, most mobile nodes are found on road networks. For exam-
ple, vehicles are typical example of mobile nodes and they move on road networks.

J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 227–236, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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However the previous studies on mobile have focused on euclidian space except
[6,7]. In this paper, we rather focus on mobile objects in road network spaces.

The results of experiments with a real road network data set show that the per-
formance of our method rely on the speed of mobile objects and the frequency of
broadcasting and most in-network queries can be processed within four hop counts.

The rest of this paper is organized as follows; in the next section, we present re-
lated work and motivations of our research. We present the basic data structures
mechanisms of our indexing method in section 3. The algorithms for handling
the mobility of nodes and query processing are given in section 4. In section 5,
we analyze the performance of our method with a cost model and experiments
with a real road network data and simulator. In section 6, we conclude the paper.

2 Related Work and Motivations

In this paper, we assume that each node has an IP address so that it can directly
send a message to others if it knows their IP addresses. Based on this assumption,
a number of methods have been proposed to process search queries based on
distributed hash tables (DHT) such as Tapestry [8], Chord [1], and CAN [2].
By these methods, each node has a small fraction of distributed lookup tables
to index. They were initially intended for processing exact match queries like
keyword search. Several extensions have been made to process range query as
well. For example, an extension of CAN has been tried to handle range queries [9].
It maps multi-dimensional range to an 1-D key by using Hilbert curve. By similar
way, MAAN also extends Chord to process multi-dimensional range queries by
introducing a uniform locality preserving hashing function [10]. Even though
they are capable of processing spatial query, they have several weak points.

First, they are not intended to process spatial queries, since they do not
fully consider spatial properties, such as spatial proximity. For this reason, their
processing cost, which is mainly measured by routing hop counts, is far from
being optimal. For example, the processing cost of range query for MAAN is
O(

∑M
i=1(log N +siN)), where M is the number of attributes, N is the number of

nodes, and si is the selectivity for the i-th attribute. M = 2, since we are dealing
with spatial query [10]. It implies that the cost is approximately a double of the
processing cost for 1-dimensional range query. PePeR is also an indexing method
for P2P and supports range query [11]. On the other hand, the theoretical lower
bound of routing hop counts of PePeR is known as 4

d
d
√

N , where d means the
number of dimensions and N is the number of nodes. It grows relatively rapidly
when N becomes large. In fact, the ideal cost for processing spatial query should
be constant regardless of the number of nodes.

Second, they do not fully support the mobility of nodes, since the update cost
of attributes and locations is relatively expensive. Furthermore, the movement
of mobile nodes is not taken into account by these methods. For example, it is
no longer valid to process spatial query for mobile objects via finger tables of
Chord, since the values of finger table computed from the positions of mobile
nodes at a time instance are no longer at the positions.
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Third, these methods are intended to process the spatial query in euclidian
space, while the mobile object of most applications are on road network space.
A number of properties of road network space differ from the euclidian space,
such as the definition of distance, the linear reference systems, etc. For example,
DisTIN [12], which is a distributed indexing method for P2P environment and
supports the mobility, is limited to euclidian space and not applicable to road
network space.

For these reasons, our work aims to develop an indexing method for mobile
objects on road networks with the following considerations;

• to reduce the routing hop counts to O(1), and
• to support the mobility on road networks.

In order to achieve the above objectives, we apply digital broadcasting en-
vironments, which have been already in service such as DvB (Digital Video
Broadcasting), or DMB (Digital Multimedia Broadcasting).

3 Distributed Spatial Indexing Using P2P and
Broadcasting: DIMOR-PnB

The performance of spatial indexing in P2P environments is mainly determined
by routing hop counts from the node where the query is issued to the node
containing the information about the answers. The routing hop counts increase
according to the distance between the query and answer nodes. The basic idea of
our method will be explained in this section, which provides a routing mechanism
with a constant hop count via broadcasting. Our method is based on the following
assumptions.

• All nodes move road networks.
• Each node has its IP address.
• Each node can directly communicate with others by IP address.
• Each node has the information on its location, IP address, and optionally

the locations and IP addresses of its neighbor nodes
• A broadcasting server collects the information of a set of selected nodes and

periodically broadcasts them.
• A query region is specified by road segment.

Figure 1 gives a brief sketch on the idea of our method, called DIMOR-
PnB(Distributed Indexing Moving Objects on Road network using P2P and
Broadcasting). Suppose that a query ”Find the nodes within a distance d from
a point Q” is given to a node P1. If P1 has only the information of P2 like
figure 1-a, there is no other choice except forwarding the query message as
P1 → P2 → P7 → P8 → P9. On the contrary, if a broadcasting server broad-
casts the information of mobile nodes like figure 1-b, P1 can choose P10 as
a short cut of routing the query message. Then the message is forwarded as
P1 → P10 → P9 → P8.

The data structures of DIMOR-PnB consist of two parts; firstly broadcasting
messages and secondly a index stored at each super node. They will be explained
in the next subsections.
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*

(a)  example of road network

(b)  example of broadcasted message

Fig. 1. Example of spatial query processing

3.1 Selecting Super Nodes

The ideal approach would be to let the server broadcast the information of all
nodes, so that each node could get the location and IP address of any node and
process spatial query by only one hop. In practice, it is impossible since the
bandwidth of broadcasting is limited and only a small fraction of band can be
allocated to a specific service. Furthermore, the increase of data to broadcast
may increase the period of broadcasting and result in an inaccuracy of dynamic
information on mobile nodes.

In stead of broadcasting the information of all nodes, we select a certain
number of super nodes from the nodes, where the server broadcasts only the
information of these super nodes. In this paper, we apply the following rules to
select super nodes.

• A super node is to be selected per a road segment.
• If a node enters into a road segment where there is no node, then it becomes

the super node.
• If the super node on a road segment moves to other segment, the node that

has entered to the node least recently becomes the succeeding super node.

The number of super nodes to be selected is slightly less the number of road
segments. We can reduce the number of super nodes by merging unnecessar-
ily segmented roads. Suppose that the data for one super node consists of its
IPv6 address and location, then the size becomes 14 bytes per super node. For
instance, a metropolitan like Pusan consists of approximately 20,000 road seg-
ments. It means that the size of broadcasting message for DIMOR-PnB is about
280 K bytes, which is a reasonable size for terrestrial DMB.

3.2 Management of Local Topology by Neighbor Table

Since the broadcasting message does cover only a fraction of index, a comple-
mentary index is required. For this reason, each super node keeps a table, called
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neighbor table consisting of the locations and IP addresses of the nodes on its
road segment. The data structure of neighbor table is shown in figure 2. Note
that the location on a road segment is specified by linear reference systems like
offset from the start point rather than (x, y)-coordinate systems. The last two
fields, # of successors and (IP, Road ID)* of the neighbor table will be ex-
plained in section 4.

Fig. 2. Data structure of neighbor table

Due to the mobility of nodes, we need to maintain their dynamic membership
as well as their location, and the algorithms are presented as follows.

Node Entering: When a node enters to new road segment, the node must lis-
ten the next broadcasting message to check existence of super node. In the first
case where no super node is found on the new road segment, the node becomes
super node and registers to server. Figure 3 shows an example of movement of
nodes on road networks. When a node P2 move to S1 from S4 at t1, P2 checks
existence of super node on S1. Since there is no node on S1, P2 registers itself to
the server by sending its location and IP address. Then the broadcasting mes-
sage will be changed at t2 as shown by figure 3-b. Second, in case that there is
already a super node on the road segment, the node sends its location and IP
address to the super node. For example, when P7 move to S3 from S4 at t2, P7

checks the broadcasting message and gets the information of the super node P4.
Then, P7 sends its information to P4.

Node Leaving: When a node moves to other road segment or disappears,
the node should inform its leaving to the super node. In the first case where
the leaving node is not the super node, the node should notify its leaving to the
super node. For example, when P2 leaves S4 at t1 in figure 3-a, P2 is removed
from the neighbor table of super node P5 as shown by figure 4-a and 4-b. In the
second case where the leaving node is a super node, it has to select its successor
among the neighbor nodes and transfer the neighbor table to the successor. The
change of the finger table for super node P5 is shown by figure 4-c and figure
4-d. The change of super node must be informed to the broadcasting server as
well. If there is no neighbor node on the road segment, the leaving node just
asks the server to delete itself from the broadcasting message.
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(a) t1 (b) t2

(c) t3 (d) t4

Fig. 3. Example of movement of nodes on the road networks

(a) t1 (b) t2 (c) t3 (d) t4

Fig. 4. Change of the neighbor table of P5

Movement on the same road segment: When a node moves on the same
road segment, its position of nodes continuously changes, and should be peri-
odically reported to the super node for correct query processing. For this, each
node reports own location to super node.

4 Spatial Query Processing Based on DIMOR-PnB

In this section, we will present how to apply DIMOR-PnB for processing spatial
query by an example of nearest neighbor(NN) query. Other types of spatial
queries can be processed by similar way. Suppose that a query ”Find the nearest
node to a given point q on road networks.” is submitted to a node P1 as shown
by figure 5-a. Then this query is to be processed by four steps with DIMOR-PnB
as follows.
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• step 1: P1 searches the super node that is on the same road segment of the
query point q from the recently received broadcasting message.

• step 2: P1 sends the query message to the super node P7 founded by step 1.
• step 3: P7 searches the nearest node to q
• step 4: P7 sends the location and IP address of P9, the nearest node to q,

to the P1.

*

(a) Statement of the road networks (b) Structure of P7

Fig. 5. Example of Nearest Neighbor Query Processing

In some cases where the speed of node is high, there may be a mismatch
between the actual position of a super node and its location data in the recent
broadcasting message. It may happen when a super node leaves from a road
segment after having reported its location to the server. Then location data on
the broadcasting message may be no longer valid. In order to avoid this problem,
the leaving super node should keep the pointer to its succeeding super node as
depicted by figure 2. Note that the successors may be more than one, when the
speed is very high. Figure 6 illustrates this case of query processing, where the
super node on the road segment has been changed.

5 Experiments

In order to analyze the performance of our method, we performed several experi-
ments with a real data set of the road networks in Pusan and three synthetic data
sets of 100,000 mobile nodes generated with different average speeds, 40Km/h,
60Km/h, and 80Km/h respectively by [13]. We executed 500 nearest neighbor
queries to evaluate the performance of our method. We considered routing hop
counts as the cost measure of DIMOR-PnB.

Figure 7-a shows the costs of the nearest neighbor query processing. The lower
bound of routing hop counts for DIMOR-PnB is 2, since we need one hop for step
2 in section 4 and one more hop for returning answer of query. The additional
costs are mainly caused by leaving super nodes. If it is no longer on the same road
segment, the actual super node should be retrieved by traversing the successor
pointers of neighbor tables. Although the additional cost increases according to
the increase of speed, the results show that the increases are very gradual.
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(a) t1 (b) t2

*

(c) t3

*

Fig. 6. Example of nearest neighbor query processing via successors
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Fig. 7. Query processing costs

Figure 7-b shows the cost according to the differences between the times of
query and broadcasting. When there is no difference, it means that the loca-
tion data in broadcasting message is correct and no additional cost is required
regardless of the speed. As the difference increases, the cost increases and the
cost differences between different speeds become apparent. However the increase
according to the time difference is extremely slow. We observe a big jump of
additional cost between �t = 0 and �t = 1, which is due to leaving super
nodes. It means that we will observe another big jump when the leaving super
node will change one more road segment.
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Most of messages that a super node receives are for updating locations of
nodes without changing road segment, as shown by figure 8. It is expected that
we could reduce the number of messages by using more accurate tracking meth-
ods such as [14].

6 Conclusion

Although a number of methods have been proposed to process spatial queries,
very few attentions have been paid on spatial query process based on road net-
works in P2P environment.

In this paper, we propose a method for spatial indexing and processing spatial
query by a hybrid approach composed of P2P and broadcasting. The contribu-
tions of our work are the development of a distributed spatial indexing method
by the hybrid approach 1) for mobile nodes, 2) in road network space, and 3)
the reduction of routing hop counts to almost constant in comparison with the
previous P2P indexing method.
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Abstract. This paper first discusses some challenges that current GeoComputation 
faces in terms of usability, feasibility, applicability and availability, and the 
opportunities that will arise when new computing technologies, especially Grid 
Computing, emerge and prevail. A Grid-based geospatial problem-solving 
architecture is proposed to provide a solution for building an easy-to-use, widely 
accessible and high-performance geospatial problem-solving environment that 
integrates multiple complicated GeoComputational processes at an acceptable cost. 
A parallel geographic cellular automata model is given as an example to address 
some distinguishing issues when designing and implementing parallel algorithms 
for GeoComputation to effectively and efficiently utilize the computational Grid. 

Keywords: GeoComputation, Grid Computing, Web portals, Parallel algorithm 
design. 

1   Introduction 

GeoComputation, used as a term since the first GeoComputation conference in 1996, 
has been defined as the “art and science of solving complex spatial problems with 
computers” (www.geocomputation.org). After a decade of study and development, 
GeoComputation has drawn a great deal of attention from not only geographers but also 
researchers and professionals in other disciplines. A wide range of computational 
techniques and methods have been introduced and deployed to solve complex 
geospatial problems and a large number of applications and demonstrations have been 
presented in the GeoComputation conferences and publications.  

In terms of problem domains and research interests, GeoComputation has shown 
high diversity, which on one hand reflects GeoComputation’s increasing institutional 
recognition and interests. On the other hand, this diversity makes GeoComputation 
appear as a “grab-bag” of computational techniques for geospatial problem-solving [1] 
lacking in interoperability, and extremely hard to organize to form an integrated 
geospatial problem-solving environment. 

Most of the computational techniques and methods used in GeoComputation 
introduce high computational loads. Increasingly complicated geospatial models 
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usually involve multiple GeoComputational processes to simulate complex geospatial 
phenomena. Also, the ever-growing amount of high-resolution geospatial and detailed 
non-geospatial data from a wide range of devices and agencies, coupled with the 
increasing requirements for accuracy, make computational performance an inevitable 
concern in geospatial problem solving.  

Recent emerging computing technologies, especially Grid Computing, provide 
solutions to tackle these challenges and are promising to promote GeoComputation in 
terms of usability, feasibility, applicability and availability. Grid Computing, a new 
network-based computing technology, is concerned with “direct access to computers, 
software, data, and other resources as is required by a range of collaborative 
problem-solving and resource brokering strategies” [2]. It is widely believed that 
Grid-based web services and web portals have the prospects of improving the 
interoperability of geospatial data and operations and providing easy-to-use interfaces 
for end users. Grid-enabled parallel computing can be used to provide widely 
accessible high-performance computational capacity. However, to deploy these 
Grid-based computing technologies, i.e., web services, web portals and parallel 
computing, for GeoComputation, some distinguishing characteristics of geospatial data 
and Geoprocessing have to be considered and dealt with carefully.  

This paper firstly discusses the challenges and opportunities that current 
GeoComputation faces in the Grid Computing context. After a brief summary of recent 
progress in Grid-based web services, web portals and Grid-enabled parallel computing, 
a Grid-based geospatial problem-solving architecture is proposed as a comprehensive 
solution for Grid-enabled GeoComputation, and a parallelized geographic cellular 
automata (Geo-CA) model is presented as an example to discuss the concerns and 
approaches during the design and implement of a Grid-compatible parallel 
GeoComputation application.  

2   GeoComputation: Challenges and Opportunities  

2.1   The Capital G and C in GeoComputation 

Couclelis [1] identified the “core GeoComputation” as innovative (or derived from 
other disciplines) computer-based geospatial modeling and analysis, contrasted against 
traditional computer-supported spatial data analysis and geospatial modeling including 
routine GIS research and applications. GeoComputation’s distinction lies in the 
underlying computational emphases. Couclelis [1] argued that GeoComputation should 
be considered based on the theory of computation, which is mainly concerned with 
effective procedures. Openshaw [3] also emphasized the computational science as the 
origin of GeoComputation (the Computation part) and the essential concerns about 
geographical and earth systems (the Geo part). In this sense, GeoComputation is “a 
form of computational science applied to spatial or geo-problems (theory and data) … 
G[eo]C[omputation] is not just an add-on to GIS … is concerned with the applications 
of a computational science paradigm to study all manner of geo-phenomena including 
both physical and human systems” [3]. 
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The capital G and C, as the core of GeoComputation, fundamentally explain the 
philosophical origins of GeoComputation, which is the revolutionary application of 
computational science in geography or an even broader domain. 

2.2   Challenges and Opportunities 

Couclelis [1] identified five major challenges that proponents of GeoComputation have 
to tackle: 1. To develop major demonstration projects of obvious practical interest, and to 
attract commercial companies to invest in and market products of GeoComputation; 2. 
To develop scientific standards compatible with mainstream quantitative geography 
and other Geosciences; 3. To constitute epistemological definition of GeoComputation 
to make it to “appear like little more than a grab-bag of problem-solving techniques of 
varying degrees of practical utility”; 4. To justify the ‘geo’ prefix by developing a 
coherent perspective on geographical space;  5. To move GeoComputation in the 
directions which parallel “the most intellectually and socially exciting computational 
developments”.  

The content of the recent GeoComputation conferences demonstrates the high 
diversity of the research in GeoComputation. This, on one hand, reflects 
GeoComputation’s increasing recognition in geography and other disciplines. On the 
other hand, such diversity makes GeoComputation appear, still, as a “grab-bag” of 
computational techniques for geospatial problem solving. Even after a decade of 
studies and development, the challenges discussed by Couclelis still remain.  

Despite the epistemological and theoretical aspects of her discussion, let us take a 
look at these challenges from a computing perspective: 

1. Currently, most GeoComputation research and applications focus on applying a 
specific computational technique or method in a specific problem domain. However, to 
analyze, simulate and even forecast complex geospatial phenomena, geospatial models 
usually need to utilize multiple complicated GeoComputational processes. However, 
the high diversity of GeoComputation and the complexities of geospatial models make 
it hard to effectively and efficiently organize a wide range of GeoComputational 
processes to form an easy-to-use integrated geospatial problem-solving environment to 
provide solutions for real-world applications.  
2. Many of the computational techniques and methods used in current GeoComputation 
are derived from “the field of artificial intelligence (AI) and the more recently defined 
area of computational intelligence (CI) … include expert systems, cellular automata, 
neural networks, fuzzy sets, genetic algorithms, fractal modelling, visualization and 
multimedia, exploratory data analysis and data mining” [1]. As discussed above, the 
underlying innovation of GeoComputation is to apply computational science, which 
focuses on effective procedures, in the geospatial context. However, most of these 
techniques and methods are computationally intensive when it comes to real-world 
applications due to the extreme complexities of geospatial problems. Furthermore, the 
wide adoption of new technologies for geospatial data measuring and collecting has 
been bringing us a huge amount of geospatial data. The prevalence of cross-discipline 
research activities and ever-increasing requirements for accuracy have been pushing 
and improving the development of more sophisticated and complicated geospatial 
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models which again require intensive computation. On the other hand, the high costs of 
high-performance supercomputers keep them as high-end facilities that are hardly 
available and accessible for GeoComputation practitioners.  

Fortunately, new computing technologies provide a possible solution to tackle these 
challenges. Grid Computing, an emerging network-based computing technology, has 
shown a great prospect for building a widely accessible platform (or 
cyberinfrastructure) for seamless integration of computing resources across the 
network. Research and development of web services and web portals based on the Grid 
are promising to improve the interoperability of data and operations and to provide 
easy-to-use interfaces. By connecting computing resources on the networks, Grid 
Computing also provides high-performance computational capacity at a much lower 
cost. In one word, Grid Computing offers us an opportunity to promote 
GeoComputation in terms of usability, feasibility, applicability and availability. In spite 
of the great deal of passion and interest that have been put into Web GIServices, 
Semantic GIS and Grid GIS, research on Grid-enabled GeoComputation is largely 
lacking. A very few research activities and applications exist currently. GIsolve at the 
University of Iowa (http://grow.its.uiowa.edu/) can be seen as one. GIsolve, as a 
Grid-enable geospatial problem-solving environment, supports spatial interpolation, 
statistics and domain decomposition.  

3   Emerging Technologies to Promote GeoComputation 

3.1   Grid Computing  

Grid technologies have been rapidly evolving since the mid1990s. They are primarily 
concerned with the issues on the integration of large-scale computational resources and 
services [4]. The increasing diversity of computational and human resources created 
the “Grid problem” which requires dynamical resource sharing mechanism between 
“Virtual Organizations” [2]. “Virtual Organization” is in particular a ground-breaking 
concept for crossing the administrative and institutional boundaries for resource and 
services sharing. This also is of significance for cyberinfrastructure construction by 
forming network-based dynamic communities. In addition to decentralized control, 
common and universal protocols plus “quality services” are the two characteristics that 
distinguish the Grid from other technologies such as cluster computing, peer-to-peer 
computing, distributed computing [2, 5].  

3.2   Web Portals for the Grid 

People gradually realized that to make Grid technologies more widely used by the 
scientific community, it is critical to simplify the low-level configurations. The web 
portal offers a centralized and uniform interface to access the distributed and 
heterogeneous resources and services. Web portals have been widely implemented in 
many commercial websites to offer personalized web-based services such as 
personalized web news, web calendars et al. Web portals facilitate the use of these 
services by saving time that previously had to be spent on finding the separated 
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services. Scientists can borrow the idea and use the web portal as an easy-to-use 
interface between end users and Grid systems/resources.  

3.3   Grid-Enabled Parallel Computing  

A computational Grid is “a hardware and software infrastructure that provides 
dependable, consistent, pervasive, and inexpensive access to high-end computational 
capabilities” [6]. Flexibly defined assemblages of computing resources (supercomputers, 
workstations, PCs, etc.) connected by high-performance networks (LAN, WAN, Internet, 
etc.) are used to form a distributed parallel computing environment. These assemblages 
are supposed to be transparent to users. That means, just like using the electricity grid, 
users use the computational Grid as a “virtual supercomputer”, and do not need to be 
aware of where or what the computing resources are.  

Globus Toolkit, developed by the Globus project (www.globus.org), has become the 
de facto standard for Grid-based scientific research and industrial products. TeraGrid 
(www.teragrid.org), a prototype computational Grid, is the world's largest, fastest, 
distributed infrastructure for open scientific research. 

4   Strategies and Approaches 

4.1   A Grid-Based Geospatial Problem-Solving Architecture 

To organize multiple complicated GeoComputational processes and to form an integrated 
and easy-to-use environment, a Grid-based four-tier geospatial problem-solving 
architecture is proposed, which is shown in Fig. 1.  

The first tier is the Presentation tier which is the interface between users and the 
underlying distributed computing environment. Typically, a GIS/GeoComputation web 
portal can provide visualization tools for data searching, spatial analysis, and the 
display of final GeoComputation results. The web portal can also become a Visual 
Problem-Solving Environment (VPSE) in which users can visually and interactively 
manipulate active online GeoComputation services as analysis modules. That is to say, 
users can implement their personalized analysis strategies by using a GIService 
composer to assemble heterogeneous sources on the Grid. The GIService composer 
displays job monitoring information as well as the resource scheduling information for 
every individual GIService. 

The Service tier, which connects the Presentation and the Model tier, provides a 
mechanism to locate and fetch requested GIServices. These services can be hosted by 
anyone across the Grid, but have to be OGC-compatible web services and 
Grid-enabled. Automatically collecting and locating the most desired services are 
critical. Highly intelligent and efficient GIS filters should be developed to reduce the 
burden of GIService locators to find the matching services in accordance with the 
requests from end users.  

In the Model tier, Grid-enabled parallel GeoComputation algorithms and models  
can be published as GIServices in the Service tier. GeoComputation researchers should 
take into  account  the special needs and  characteristics  of  GeoComputation  to  develop 
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Fig. 1. A Grid-based GeoComputation web portal problem-solving architecture 

highly efficient parallel algorithms and models. A parallel GeoComputation design tool 
should be provided to allow users to develop Grid-compatible parallel algorithms and 
models. 

The last tier, the Grid tier, functions as the underlying infrastructure to support the 
high-level GIS/GeoComputation services. This infrastructure includes all the 
underlying Grid Computing hardware and software. They provide a supportive 
environment to make high-performance GeoComputation possible. Above the Grid 
infrastructure, a geospatial Grid middleware should be developed to extend the Open 
Grid Services Architecture (OGSA) with the geospatial web service specifications.  

4.2   Case Study: Grid-Enabled Geographic Cellular Automata 

Geographic Cellular Automata (Geo-CA) are typical GeoComputation models, and 
have been widely used for simulating and forecasting complex spatial-temporal 
phenomena. For most Geo-CA models, calibration processes are needed to determine 
the appropriate values of a set of parameters, which indicate multiple geospatial and 
non-geospatial factors, so that the models can produce realistic simulation results. 
However, due to the very large number of combinations of parameter values and the 
massive amount of high-resolution geospatial data, this calibration process is usually 
extremely time-consuming [7]. This section discusses some issues and approaches 
during designing and implementing a parallel Geo-CA model in a computational Grid 
context, i.e., the proposed Grid-based geospatial problem-solving architecture.  
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Parallel Algorithm Design. Parallel algorithms for GeoComputation play a 
fundamentally significant role in the Grid-based geospatial problem-solving 
architecture to fully utilize the high-performance computing power of the Grid.  

Due to GeoComputation’s nature of high diversity, GeoComputational processes 
vary in data requirements, operational scope, and more importantly, workflow. It might 
be very hard for a generic parallel GeoComputation library or middleware to fully 
utilize the parallel computing resources across the Grid for all different kinds of 
GeoComputation. If a parallel GeoComputation library is to be developed, it should 
include special parallel algorithms for different GeoComputational processes.  

Fortunately, CA models were born to be parallelized! The transition rules are 
applied to every cell in the cell space independently. From the perspective of parallel 
algorithm design, the whole cell space, which is usually stored in raster data format, is 
easy to decompose into sub cell spaces and assign onto multiple computing units across 
the Grid, e.g., processors. Then the transition rules can be applied on these sub cell 
spaces simultaneously.  

However, Geo-CA models have their distinguishing characteristics. A cell space in a 
Geo-CA model seems to be regular in terms of cell size and cell locations, but cells’ 
properties are usually heterogeneous over the space. For example, in a cell space 
representing urban areas, urbanized cells might be concentrated in some parts of the 
space, but sparse in the others. Also, there might be some areas exclusive for urban 
sprawl, e.g., oceans, national parks. Simply dividing the cell space into equal-area sub 
cell spaces will cause inequality of sub cell spaces’ workloads which are the numbers of 
non-urbanized cells in non-exclusion areas. To solve this workload inequality, a 
spatially adaptive decomposition method has to be deployed. One approach is to 
decompose the cell space into unequal-area sub cell spaces according to the workloads 
associated with them (Fig. 2). Spatial indexing techniques, which are usually used in 
geospatial databases, could be used to produce workload-oriented spatially adaptive 
decompositions. A quad-tree-based domain decomposition approach has been 
implemented to support a Grid-enabled parallel spatial interpolation algorithm [8]. 
Furthermore, in a computational Grid environment, due to the high diversity of 
computing resources and the variability of network communication rates, reducing the 
granularity of decomposition, and assigning multiple sub cell spaces onto a computing 
unit according to its computing capacity and status (busy/idle) and the current status of 
the network, will be useful to deliver the appropriate amount of workload to the 
computing unit.  

 

Fig. 2. The region quad-tree [9], and a workload-oriented spatially adaptive decomposition 
where the numbers of white cells are the workloads 
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Another issue involved in a parallel Geo-CA is the neighborhood. Since the 
transition rules applied in a specific cell require its neighborhood’s data, a sub cell 
space assigned to a computing unit has to have overlapping belt(s) with its neighboring 
sub cell space(s). These overlapping belts, referred as “ghost cells”, are actually copies 
of corresponding cells in the neighboring sub cell space(s). At the end of each transition 
process, the ghost cells’ states have to be updated according to the new states of their 
origins which are usually owned by other computing units. This creates communication 
overheads among computing units. In a Geo-CA model, not all the cells change their 
states at each iteration. To minimize the communication overhead, only those “ghost 
cells” whose origins’ states have been changed need to be updated. We call this 
approach “update on change”. 

To facilitate this “update on change”, an object-oriented data model was designed to 
ensure effective and efficient communications among computing units (Fig. 3). The 
CellSpace class contains some basic information about the cell space, and a matrix of 
cells that are associated with states from a predefined set of states. The count function 
of the CellSpace class, which calculates the number of cells that have certain states, 
e.g., non-urbanized cells, is to provide an estimate of the cell space’s workload.  The 
SubCellSpace class, derived from the CellSpace class, has all the properties and 
functions of the CellSpace class and a few additional ones. The nbrSpcIDs is an array of 
the neighboring sub cell spaces’ IDs. The sendRange stores the location ranges of cells 
that need to be sent to the neighboring sub cell spaces. The cells2Send stores the arrays 
of cells to be sent to the neighboring sub cell spaces at the end of each iteration. 
Similarly, the cellsRcved stores the arrays of cells received from the neighboring sub 
cell spaces that are actually the ghost cells to be updated. Note that both cells2Send and 
cellsRcved store arrays of “globally indexed cells”. A globally indexed cell consists of a 
state value and a global index to ensure that it will be correctly recognized and located 
across sub cell spaces. Also, a global index is smaller than a row-column coordinate 
pair in terms of data volume and benefits efficient storage and transfer. A global index 
of a cell can be computed using the lclCoord2glbIdx function, and translated into a 
local coordinate pair using the glbIdx2lclCoord function.  

 

Fig. 3. An object-oriented data model for parallel Geo-CA models 
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Implementation on the Grid. This parallel Geo-CA model has been implemented using 
C++ language. In order to integrate the Geo-CA model into the Grid-based geospatial 
problem-solving architecture, several issues have to be concerned. First, this parallel 
Geo-CA model resides in the Model tier of the architecture, which links to the Service tier 
and the Grid tier. The program is stored in a computer on the Grid. Then an 
OGC-compatible GIService, serving as the interface between the web portal and the 
model, needs to be developed and published on the Grid. Through the web portal, end 
users are able to custom the Geo-CA model, e.g., setting parameters and transition rules, 
specifying input data, even integrating the Geo-CA model into a bigger model to simulate 
a complex geospatial phenomenon and solve a particular geospatial problem. The 
Resource Management and Allocation module in the Grid tier automatically locates the 
available computing resources, e.g., processors on the Grid, and data depositories, and 
forms a “virtual parallel computer” for the parallel Geo-CA program. The Geo-CA 
program decomposes the task into sub tasks and assigns them onto multiple computing 
units according to their computing capacities and the network status. The user is able to 
monitor the status of the program and stop it if something goes wrong. The results will be 
returned to the GIService and displayed to the user in the Presentation tier.  

5   Conclusions 

GeoComputation implies the revolutionary application of computational science in 
geography or an even broader domain. After a decade of research and development, 
GeoComputation faces some challenges that can not be tackled using traditional 
computing technologies. These challenges are mainly introduced by 
GeoComputation’s nature of high diversity, the increasing complexity of geospatial 
models and the ever-growing amount of high-resolution geospatial data. New 
computing technologies, especially Grid Computing, offer an opportunity to promote 
GeoComputation in terms of usability, feasibility, applicability and availability. A 
Grid-based geospatial problem-solving architecture proposed in this paper provides a 
solution for building an easy-to-use, widely accessible and high-performance 
geospatial problem-solving environment integrating multiple complicated 
GeoComputational processes at an acceptable cost. A parallel geographic cellular 
automata model is given as an example to address some distinguishing issues when 
designing and implementing Grid-enabled parallel GeoComputation algorithms and 
models to effectively and efficiently utilize the computational Grid. A 
workload-oriented spatially adaptive data decomposition strategy is needed to deliver 
the appropriate amounts of workloads to computing units across the Grid. The “update 
on change” approach will reduce the communication overheads and object-oriented 
data models are useful for facilitating it. An OGC-compatible GIService needs to be 
developed to integrate the parallel GeoComputation model into the Grid-based 
geospatial problem-solving architecture, and the Grid Resource Management and 
Allocation module is critical for forming a “virtual parallel computer” for the model.  

Our future work includes developing more parallel GeoComputation algorithms and 
models for different geospatial applications, and implementing them into 
Grid-compatible GIServices to build a Grid-based web portal for an integrated 
geospatial problem-solving environment.  
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Abstract. With the rapid proliferation of spatial information on the web, the 
development of spatial web services represents a challenging issue. The 
research presented in this paper introduces a novel approach for the integration 
of spatial semantics within a case-based reasoning solution for the delivery of 
spatial information services on the Web. The framework integrates Web 
services in the decision making process and is adaptable to service requester 
constraints. The framework is based on OWL semantic descriptions for 
implementing both the components of the CBR engine and the matchmaking 
profile of the Web services.  The framework and approach are illustrated with 
web-based travel planning, e.g. flight schedule arrangement according to user’s 
requests, constraints, and preferences. 

1   Introduction 

Automatic Web service discovery and matchmaking is an important aspect of 
dynamic services composition. The accuracy of a matchmaking process enhances the 
possibility of successful composition, eventually satisfying the user and application 
requirements. The current standard for Web service discovery, the Universal 
Description, Discovery and Integration (UDDI) registry, is syntactical and has no 
scope for automatic discovery of Web services. Hence, current approaches attempting 
to automate service discovery and matchmaking processes apply different sorts of 
semantics to service descriptions. These semantics are interpretable by the service 
agents and include WSDL-based functional parameters such as Web services input-
outputs [ 1][ 2], and non-functional parameters such as domain-specific constraints and 
user preferences [ 3]. 

The accuracy of automatic matchmaking web services can be improved by taking 
into account the adequacy of past matchmaking experiences for a requested task. This 
gives valuable information about services behaviors that are difficult to presume prior 
to service execution. However, there is a still a need for a methodology that uses 
domain-specific knowledge representation of the required tasks to capture the Web 
services execution experiences and use them in matchmaking processes. Case Based 
Reasoning (CBR) provides such methodology as its fundamental premise is that 
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experience formed in solving a problem situation can be applied to other similar 
problems. 

In a related work we introduced a research framework that integrates CBR 
methodology and semantic descriptions to enhance web services discovery [4]. We 
adopted CBR as the engine for Web services discovery mechanism as CBR’s 
fundamental premise is that situations recur with regularity, i.e. experience involved 
in solving a problem can be applied or can be used as guide to solve other similar 
problems [5]. A reasoner based on CBR matches previous experiences to derive a 
solution for new problems [6]. The CBR engine is employed to generate web services 
taking into account past service execution experiences and services. Request cases are 
represented using a web ontology language OWL, itself based on a domain ontology.  

The motivation of the research presented in this paper is that a significant 
proportion of Web resources can be associated to some degree to geo-referenced 
entities. Statistics collected by search engines and systems on the Web show that 
spatial information is pervasive on the Web, and that many queries explicitly or 
implicitly contain spatial criteria. Our objective is to introduce a degree of spatial 
semantics in CBR case retrieval. We introduce and develop a model which is 
illustrated with web-based travel planning, e.g. flight schedule arrangement, 
according to user’s requests, constraints, and preferences.  

The rest of the paper is organized as follows. Section 2 introduces the principles of 
Web services matchmaking. Section 3 presents the spatial and hierarchical-based 
measures integrated in the case retrieval process. Preliminary implementation of the 
framework is described in section 4. Finally, section 5 concludes the paper.  

2   Web Services Using Case Based Reasoning  

2.1   The Framework Architecture 

The main roles in Semantic CBR matchmaking are the ones of the case administrator 
who is responsible for case library maintenance by entering or deleting cases from the 
library, and the one of the case requestor who searches for the case library to find a 
solution for a given problem. Figure 1 illustrates a schematic diagram of the framework. 
A detailed explanation of the framework dynamics is given in a related paper [4]. 

2.2   Ontology Support for Case Representation and Storage 

One of the most common uses of ontologies is the reconciliation between 
syntactically different terms that are semantically equivalent. Applied to CBR case 
descriptions for Web services, ontologies can be used to provide a generic, reasoner-
independent description of their functional and non-functional parameters. Ontologies 
can also be used to index and structure the different cases with key domain features 
that increase the efficiency of the matchmaking process. For instance, one can add a 
feature to the travel domain ontology to indicate whether a trip is domestic or 
international. Web services parameters are also indexed using ontologies to improve 
the accuracy of case matchmaking. In the framework, ontologies support the 
description  of the CBR reasoning engine, which not only streamlines the 
intercommunication between the Web service, user request, and  the  case  library,  but  
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Fig. 1. Architecture of the CBR matchmaking framework  

also promotes exploring the collaboration at the reasoning level between different 
composition frameworks. 

2.2.1   Case Vocabulary 
In CBR modeling, the first step is to define all the elements contained in a case and 
the associated vocabulary that represents the knowledge associated with the context of 
a specific domain (e.g. the travel domain in our case study). This vocabulary includes 
functional and non-functional parameters: 

1.  Functional parameters are the service inputs (e.g. travel details), and the service 
outputs (e.g. travel itinerary). Inputs correspond to the user request (e.g. date or city of 
departure) whereas outputs correspond to the response given to the user (e.g. flight 
schedule). 
2.  Non-functional parameters are constraints imposed by the user (e.g. exclusion of 
particular travel medium) or preferences over certain specific parameters (e.g. price 
range, quality of Service expected). In addition, execution experiences stored in the 
case library should also include the solution (i.e. Web services effectively used) and a 
notion to specify if the solution is acceptable for the end-user. Features that 
characterise the domain are extremely useful for top-level indexing and can also be 
included as non-functional parameters.  

2.2.2   Case Representation Using Frame Structures 
Our approach retains frame structures [ 7] for case representation. In frame structures, 
a frame is the highest representation element consisting of slots and fillers. Slots have 
dimensions that represent the lower level elements of the frame, while fillers are the 

e
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value range the slot dimensions can draw from. In our implementation, slot 
dimensions represent the case vocabulary in a modular fashion while fillers describe 
the possible value ranges for the slot dimensions.  

Table 1. Case representation 

Slot Dimension Filler 
Name of Traveler Any text 
Date of Arrival Any valid date 

Travel 
Request 

City of Departure  Any valid city 
Solution Service WSDL file 
Price Range Any positive Double 

Travel 
Response 

Currency Any valid currency 
On Domain Any Valid Travel Domain 
On Price range Any positive Double 

Constraints 

On QoS parameter Any possible QoS parameter(s) 
Features Travel Regions Domestic/International 

The frame representations are highly structured and modular, and have a direct 
mapping to the semantic OWL description language as the semantic net represent-
tations largely borrowed from frame structures [ 8], which makes natural transition to 
the Semantic Web descriptions possible.  Table 1 shows such an example of frame 
structure of the travel domain case vocabulary. 

The slot Travel Request corresponds to the inputs, i.e. all the travel details as for 
any travel agent. The Travel Response slot corresponds to the Output, i.e. the answer 
given to the user at the end of the process. The elements of the answer are the price 
and the corresponding currency, the access point to the WSDL file of the 
corresponding Web Services and the Services Used (e.g. companies involved in the 
trip). 

2.2.3   Semantic Encoding of the Frame Structure 
The frame structures can be mapped to ontologies as described in Figure 2. According 
to this mapping, frame and slot are represented as classes.  The relationship between 
frame and slot is expressed in terms of properties of frame, as the range for these 
properties are the slot classes. Dimensions are the properties of the slots. Possible 
range for these properties is the values the respective filler can derive from.  

We use Web Ontology Language (OWL), a Semantic Web standard for constru-
cting these ontologies. The layered approach adopted by the semantic web, allows 
reasoning and inference based on ontologies, which is an ubiquitous feature of the 
Semantic Web. After applying the mapping, the ontology for the travel domain the 
case representation is created, where for instance the CaseRepresentation class has: 
hasTravelResponse, hasConstraintsOnGoal, and hasFeature object properties. Range 
for these properties are TravelResponse, Constraints, and Feature classes, 
respectively. In order to genralise the semantic descriptions, external ontologies are 
used where appropriate. For instance, the property cityOfArrival is an object property 
referring to a publically available ontology [9], where other useful city information. 
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Fig. 2. Mapping between frame structure and semantic case representation for a travel domain 

All the Web service execution experiences, i.e. solutions deemed valid for a 
particular request, are stored in the Case Library to be reused by the reasoner. The 
Case Library itself is also an ontology, it contains some instances of the class 
CaseRepresentation (e.g. a travel experience or a travel case).  

3   Development of the CBR Framework 

3.1   Case Indexing and Retrieval 

In order to facilitate the search procedure, the indexation of the cases are based on 
vocabularies, it is a variation of the “flat memory indexing” technique [7]. A novel 
problem is tentatively recognized based on the identical vocabularies to decide which 
partition the problem falls into.   

Cases are stored based on vocabulary element Features as presented in Table 1, 
which corresponds to hasFeatures property (see Figure 2) from the CaseRepresen-
tation ontology class. Regarding the travel agent case study, the possible values for 
this property are either Domestic or International (predefined instances from the 
TravelRegion class), hence indexing will partition the case library into two parts. The 
efficiency of the retrieval process largely depends on the precision of the indexing. 
Whenever a new Web service needs to be fetched, the problem description involving 
the functional parameters and non-functional parameters are encoded using the case 
representation frame structure, i.e. as an instance of CaseRepresentation ontology as 
illustrated in Table 2.  

3.2   Matchmaking and Ranking 

Case retrieval fetches Web services that are a potential solution to the problem. The 
matchmaking process narrows down the retrieved cases to present acceptable 
solution(s). From current matchmaking methods available in CBR, nearest-neighbour 
matching combined with a ranking numeric evaluation function [10] are used as 
references for our framework. The method operates as follows: 
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1. Compare the similarity for each property, between the new problem and the cases 
retrieved. The method used for comparison depends on the type of the property; 

2. Quantify the weight of the similarity. A ranking is assigned to each property in 
accordance with its importance as exemplified in Table 2. 

Table 2. Quantifying the Travel Domain case dimensions 

Slot Dimension Importance [0-1] 

City Departure  1.0 
Travel Request 

City Arrival 1.0 

On Instance 0.2 
Constraints on Goal 

On Domain 0.8 

For each case retrieved, the similarity degree is computed and the case with the 
highest score corresponds to the best-match. Similarity takes values between 0 and 1, 
which is attributed to each property for each retrieved case. The similarity comparison 
method depends on the type of the dimension: data or object. A special kind of entity, 
spatial entity, is considered, e.g., to measure the closeness between two spatial entities 
involved in case match-making processes.  

A case’s relative utility and feedbacks refer to, to which degree it is either useful 
for a given problem or not. Case’s utility is usually evaluated with certain similarity 
measures. The definitions of accurate and flexible similarity measures are a key issue 
in CBR applications [11]. Current approaches mostly employ either a statistical 
analysis of the case base, or user’s relevance feedbacks to evaluate the accuracy of 
case retrieval results. However, these approaches are restricted to simple classification 
tasks, many application domains require more accurate knowledge-intensive 
similarity measures [12]. The knowledge-intensive similarity measures use domain 
knowledge to approximate case’s utility. Applied to our application context, a travel 
case can be mapped to a geo-referenced event in the underlying physical environment. 
This implies to combine spatial and semantic criteria in case retrieval and similarity 
measures. 

3.2.1   Data Property Comparison 
In order to compare data type properties, like the price range or the value of QoS (e.g. 
execution time), a region-based measurement method is employed [7]. The closer the 
value in a retrieved case is to the value in the request, the higher the similarity 
coefficient is.  

For each data type property, the formulae used is: |Vr − Vc|  X.[Vr|, where Vr is 
the value of the property in the request r, Vc in the retrieved case c , and X the factor 
of tolerance. For example, a factor of tolerance of 0.9 means that the value of the 
retrieved case should be in ±10% region in relation to the value of the request. The 
optimum tolerance value is determined by the administrator and can be calculated 
heuristically.  
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3.2.2   Object Property Comparison --- Hierarchical Similarity Measure 
Regrding the dimensions annotated as object properties, the possible filler values are 
an instance of slot class. For semantically matching object property value of the new 
problem and the retrieved cases, the algorithm compares the instances. If the instances 
match, then the degree of match is 1. Otherwise, the algorithm traverses back to the 
super (upper) class that the instance is derived from and the comparison is performed 
at that level.  

The hierarchical comparison is similar to traversing a tree structure [13], where the 
tree represents the class hierarchy for the ontology element. The procedure of 
traversing back to the upper class and matching instances is repeated until there are no 
super classes in the class hierarchy, i.e. the root node for the tree is reached, giving 
degree of match equal to 0. 

We adopted a hierarchical similarity measure that combines the commons and 
differences to determine the closeness between two nodes, and taking into account 
contextual knowledge in a given hierarchy [14]. An hierarchical domain ontology 
consists of a set of semantic classes N and links L. Classes are labeled with distinct 
labels. Links connect classes with different relationships e.g. is-a and part-whole. Let 
H be a hierarchical domain, Root (H) the root. The depth of a class is the number of 
links between Root (H) and the class. The least common ancestor of two classes is the 
deepest subsumer of them. The relationships between two semantic classes can be 
represented either by the number of links connecting them in the hierarchical 
structure, or by a function of the number of their common and distinctive super 
classes. The links and classes are also assigned weights denoting different importance, 
based on depth and density of semantic classes in class hierarchy.   

Let sup(C1) be the set of super classes of C1  in  the  hierarchical  domain  ontology,  
deep(C1) the depth of C1,  
sib(C1) the number of siblings of C1 with the most specific, common ancestor,  
sup(C1/C2) the set of super classes of C1 but not of C2,  
dis(C1, C2) the number of links between C1 and C2,  
LCA(C1, C2) the least common ancestor of C1 and C2.  

The similarity between two semantic classes C1, C2 in a given hierarchical domain 
ontology is given as follows [14]:  
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Where α is a parameter bounded by the unit interval [0, 1], λ  the depth parameter. 
The weight α is determined as a function of the distance between semantics C1, C2 
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The similarity function yields values bounded by the unit interval [0,1]. The 
maximum value 1 occurs iff the two semantic classes under comparison are 
equivalent, that is, C1=C2. The similarity function reflects an asymmetric relationship 
between two semantic classes. 

3.2.3   Proximity Measures 
Proximity between spatial entities is a fundamental relationship when considering the 
case of a user physically acting and moving in a given physical environment [15]. We 
integrate a spatial proximity measure that considers a hierarchical-based notion of 
spatial proximity to evaluate the closeness between two spatial entities (e.g. departure 
city and arrival city) involved in a request case and a candidate case respectively. This 
spatial proximity measure takes into account the fact that the semantics difference 
between two entities increases with the decrease of the distance between them. The 
geometrical spatial proximity reflects user-centric principles observed in qualitative 
studies [16] [17], that the distance from a spatial entity  to a distant entity  should 
be magnified when the number of regions near  increases, and vice versa. The 
hierarchical spatial proximity is computed with similarity measure (as given in section 
5.2.3) in a hierarchical structure of world cities with part-of relations (Figure 3). 

Geometrical spatial proximity   
The contextual distance normalizes the conventional Euclidean distance from a 
spatial entity  to another  by a dividing factor that gives a form of contextual value 
to that measure (4). The dividing factor is given by the average of all distances 
between  and other spatial entities. In this context, it is given as a homogeneous form 
of “contextual distance” defined in  [18], so is the contextual proximity. The 
contextual distance between two entities xi and xj of X={x1, x2, …, xp} is given by  
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where ),( ji yxd stands for the Euclidean distance between xi and yj; ),( Xxd  the 

average distance between xi and the other entities of X. The higher ),(Pr ji xxoxGS  the 

closer xi to yj, the lower ),(Pr ji xxoxGS the distant xi to xj. 

Hierarchical spatial proximity 
Spatial entities can be organized using a hierarchical structure according to classes 
that denote natural or man-made boundaries. A spatial hierarchy is organized with 
part-of relationships between classes. Proximities in the hierarchical structure 
complement the proximities in the spatial dimension. The proximity extracted from 
such a spatial hierarchy is termed “hierarchical spatial proximity”. It can be computed 
with the hierarchical similarity measure introduced in section 3.2.2, that is, 

),(),( jiji xxsimxxHSProx = .  

Overall spatial proximity measure 
Given the hierarchical spatial proximity computed from a hierarchical representation 
of spatial entities with the part-of relation (Figure 3) with equation (1), and 
geometrical spatial proximity with equation (4) between a spatial entity (in a request 
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case) and the corresponding entity (in a candidate case), the overall spatial proximity 
is given as,   

),()1(),(Pr),( jijiji xxHSProxxxoxGSxxSProx ηη −+=  (5) 

Where The constant η  is valued as a real number between 0 and 1 to moderate the 

respective influence of the geometrical and hierarchical spatial proximities. It is 
valued as 0.2 as two travel cases that start (or stop) in a same city/country/continent 
are likely to be more similar than the ones in different counties. 

3.2.4   Overall Similarity Value 
The overall similarity is evaluated by computing the aggregate degree of match 
(ADoM) [10] for each retrieved case according to the following equation: 
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Where, n is the number of ranked dimensions, Wi is the importance of dimension i, 
sim is the similarity function for general non-spatial primitives, and fi

N
     and fi

R are the 
values for feature fi in the new problem N and the retrieved case R respectively. 

),(Pr R
d

N
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a ffoxS  denote the overall spatial proximity between 

departure/arrival cities involved in case matching, respectively. The spatial proximity 
between departure cities, and the one between arrival cities act as two special 
dimensions in the aggregate function. The evaluation function sums the degree of 
match for all the dimensions as computed in step A, and takes aggregate of this sum 
by considering the importance of the dimensions. 

4   Implementation: A Travel Case Retrieval Example 

The implementation takes into account the ontologies describing the components of 
the Case-Based Reasoner (Case representation), and the domain ontologies that 
describe the profile of the Web services in the Case library with a semantic 
representation (Case Storage). The implementation is based on Pellet [19] - a Java 
based OWL reasoner, together with Jena [20] that supports user-defined simple types. 
Pellet was used to load and verify (type and cardinality) ontology class instances of 
user requests and candidate cases. While seeding the case library with a new case or 
making a new trip request, the system assists the client in creating the required 
ontology instances. The value entered for a particular property is validated in relation 
to the range and cardinality drawn from the ontologies. The solutions resulting from 
the matchmaking process are presented to the client and stored into the case library.  
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At this initial stage of our development, our experiments focus on the validation of 
the logic of our CBR retrieval and matchmaking framework, rather than testing a fully 
working prototype. Hence, we tested our framework with simple in-house developed 
Web services and compatible wrappers for external publicly available services.  

 

Fig. 3. Spatial hierarchy (partial view) 

Let’s consider a travel request from a given user: “I want to leave from Brest to 
Xi’an, July 21, 2006, and arrive in the same day. I prefer to take plane, and to pay in 
Euro, and less than 750 euros is acceptable… ”  In order to illustrate such as a case 
retrieval and matchmaking, we use five candidate cases in our case library: case#1: 
Hongkong  Los Angeles; case#2: London  Paris; case#3: Paris  Beijing; 
case#4: Lyon Hongkong; case#5: Paris Nanchang. Each candidate case is 
described with relevant criteria as defined in section 2.2.  

The case matchmaking and similarity assessment begin with a computation of the 
proximity values in each individual dimension. The spatial proximity is considered 
with respect to two possible dimensions: city departure and city arrival. The 
geometric spatial proximity (e.g. between cities in our context) is computed with 
positional data, and taking into account the overall spatial distribution of the entities 
available in the case library. The hierarchical spatial proximity between the spatial 
entities involved in our example is computed from a spatial hierarchical 
representation of world cities partially illustrated in Figure 3.  

The case matching process starts with the computation of the spatial proximity 
with respect to the departure and arrival city dimensions, and then with the 
hierarchical ontology. These computational outputs reflect the closeness between 
user’s request case and each candidate case. Proximity values are aggregated using 
equation 6 with weights assigned according to user’s implicit or explicit requirements. 
In this case retrieval example, besides departure city and arrival city (with weights 
assigned as 1), the weights for different dimensions are valued as follows: domain 
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(weight =1), price (weight=0.8) and QoS (weight=0.1). The final similarity results 
between the request and the three candidate cases turns out that case#3 is the most 
similar with respect to user’s request. It is worth mentioning that, given the fact that 
the other criteria are similar, Beijing is more distant from Xi’an than Nanchang is, in 
the Euclidean space. However it’s different according to the contextual and 
hierarchical proximity. The reason behind is that Nanchang is located not far away 
from several cities available, such as Taibei, Hongkong and Shanghai. This 
illustrative solution is presented to the user at the interface level. If the user is not 
completely satisfied with it, then a series of tweaking actions will be activated to 
adapt the travel plan to user’s specific needs.   

5   Conclusion 

Semantic description of Web service profiles paves the way for automating the 
discovery and matchmaking of services since it allows intelligent agents to reason on 
service parameters and capabilities. However, the accuracy of such automatic search 
mechanisms largely relies on how soundly formal methods working on such semantic 
descriptions consume them.  

This paper introduces a Semantic Case based Reasoner, which captures Web 
service execution experiences as cases and uses them for deriving a solution for new 
problems. The implemented framework uses ontologies, as semantics are used for 
describing the problem parameters and for implementing components of the CBR 
system: representation, indexing, storage, matching and retrieval. The CBR approach 
is extended by an ontological component and spatial semantics-based measures that 
facilitate reasoning capabilities. The hierarchical- and semantics-based proximity 
measures take into account contextual knowledge extracted from the overall 
distribution and naturally (instead of strictly) hierarchical, domain-dependent 
representation of spatial entities. The preliminary experimental results of this 
framework are presented with a travel case retrieval example.   

Future work will involve exploring case adaptation and personalization services, 
which are applicable when the available cases cannot fulfil the problem requirements. 
Adaptation is similar to Web service composition, as the composition is applied when 
available services are not sufficient in meeting the requirement for the problem. On 
the other hand, it is an interactive process with the user, through which user’s interests 
and preferences can be inferred for the generation of web services tailored to user’s 
specific needs.  

References 

[1]  Martin,  D. et al.,  2004, Bringing Semantics to Web Services: The OWL-S Approach, in 
Proceedings of the First International Workshop on Semantic Web Services and Web 
Process Composition (SWSWPC 2004), San Diego, USA. 

[2]  Akkiraju, R., Farrell, J., Miller, J., Nagarajan, M., Schmidt, M., Sheth, A. and Verma, K., 
2005, Web Service Semantics - WSDL-S, UGA-IBM Technical Note, version 1.0. 



258 T. Osman et al. 

[3] Aggarwal, R.,  Verma, K., Miller, J.A. and Milnor, W., 2004, Constraint Driven Web 
Service Composition in METEOR-S, in Proceedings of the IEEE International 
Conference on Services Computing (SCC 2004), Shanghai, China,  pp. 23-30. 

[4] Osman, T., Thakker, D., Al-Dabass, D., Lazer, D. and Deleplanque, G., 2006, Semantic-
Driven Matchmaking of Web services using Case-Based Reasoning, in Proceedings of 
the IEEE International Conference on Web Services (ICWS 2006), September 18-22, 
Chicago, USA, to appear. 

[5] Aamodt, A. and Plaza, E., 1994, Case-based reasoning: foundational issues, 
methodological variations, and system approaches, AI Communications, 7(1), 39-59. 

[6]  Watson, I., 1997, Applying Case-Based Reasoning: Techniques for Enterprise Systems, 
Morgan Kaufmann Publishers, San Francisco, 285 p. 

[7] Kolodner., J.  and Simpson, R., 1989, The MEDIATOR: Analysis of an Early Case based 
Problem-solver, Cognitive Science, 13(4), 507-549. 

[8] Rich, E., and Knight, K., Artificial Intelligence. McGraw-Hill, 1992. 
[9] Portal Ontology. AKT Technologies. 10 Feb 2003. Available at: 

http://www.aktors.org/ontology/portal# 
[10]  ReMind Developer’s Reference Manual, 1992, Cognitive Systems, Boston. 
[11]  Armin, S., 2002, Defining Similarity Measures: Top-Down vs. Bottom-Up, in 

Proceedings of 6th ECCBR conference, Springer LNCS 2416, pp. 406-420. 
[12] Armin, S. and Gabel, T., 2006, Optimizing Similarity Assessment in Case-Based 

Reasoning, in Proceedings of the 21th National Conference on Artificial Intelligence 
(AAAI-06), AAAI Press. 

[13] Zhang, R., Budak I. and Aleman-Meza, B., 2003, Automatic Composition of Semantic 
Web Services, in Proceedings of the International Conference on Web Services, ICWS 
'03, Las Vegas, Nevada, USA., pp.38-41 

[14] Yang. Y. 2006, Towards Spatial Web Personalization, Unpublished PhD report, Naval 
Academy Research Institute, France, 158p. 

[15] Tobler, W.R., 1970, A Computer Model Simulating Urban Growth in the Detroit Region. 
Economic Geography, 46, 234-240. 

[16]  Sadalla, E.K., Burroughs, W.J. and Staplin, L.J., 1980, Reference Points in Spatial 
Cognition. Journal of Experimental Psychology: Human Learning and Memory, 5, 516-
528. 

[17] Tversky, B., 1993, Cognitive Maps, Cognitive Collages, and Spatial Mental Models. In 
Frank, A.U. and Campari, I. (eds.), Spatial Information Theory, Proceedings of 
COSIT’93, Springer LNCS 716. Berlin, Germany, pp. 14-24. 

[18] Yang, Y. and Claramunt, C., 2004, A Flexible Competitive Neural Network for Eliciting 
User's Preferences in Web Urban Spaces, in Fisher P (eds.), Developments in Spatial 
Data Handling, Springer-Verlag, pp. 41-57. 

[19] Parsia, B., and Sirin, E., 2004, Pellet: An OWL DL Reasoner,  in Proceedings of the 
Third International Semantic Web Conference (ISWC2004), Hiroshima, Japan.  

[20] Jena, 2006, A semantic Web Framework for Java, HP Labs Semantic Web Programme, 
http://jena.sourceforge.net/ 



J.D. Carswell and T. Tezuka (Eds.): W2GIS 2006, LNCS 4295, pp. 259 – 268, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

TMOM: A Moving Object Main Memory-Based 
DBMS for Telematics Services 

Joung-Joon Kim, Dong-Suk Hong, Hong-Koo Kang, and Ki-Joon Han 

School of Computer Science & Engineering, Konkuk University, 
1, Hwayang-Dong, Gwangjin-Gu, Seoul 143-701, Korea 

{jjkim9, dshong, hkkang, kjhan}@db.konkuk.ac.kr 

Abstract. Recently with the growth of the Internet and the activation of 
wireless communication, telematics services are emerging as promising next-
generation business in the IT area. In order to provide telematics services, 
technologies in various areas are required but particularly DBMS technology 
for efficient data processing and management is an essential key technology for 
all types of telematics services. This paper designed and implemented TMOM 
(Telematics Moving Object Main Memory DBMS) to meet efficiently the 
requirements that telematics services should be provided in real-time. TMOM 
follows the spatial data model of OpenGIS “Simple Features Specification for 
SQL”, and provides spatial, spatio-temporal and temporal types and 
corresponding operators for processing the moving object data. In addition, it 
supports optimized spatial, spatio-temporal and trajectory indexes in the main 
memory for fast search of large moving object data and provides a recovery 
function that can minimize disk input-output to maximize system performance. 
Also, for high transmission efficiency in data import/export between telematics 
applications and a back-end DBMS, it supports a compression function and a 
data caching function suitable for the characteristics of spatial data. 

Keywords: Telematics, Moving Object, MMDBMS, OpenGIS, Index, Data 
Compression, Recovery, Data Caching. 

1   Introduction 

Telematics services, which can be applied to real-time traffic information service, 
route search service, rescue service (e.g. 911), etc., are next-generation information 
services for car drivers and passengers. To provide telematics services, the telematics 
system must deal with a large amount and various types of location data and sensor 
data. Car location data to be managed for telematics services should be moving object 
data, in which the location or shape of objects continues to change over time, rather 
than spatial data expressed in simple coordinates. Also, because most telematics 
services should be provided in real time, they need to support quick response to data 
requests using a Main Memory-based DBMS (MMDBMS) [6,10]. 

MMDBMS has been being researched and developed in the U.S. and Europe, and 
commercial MMDBMS vendors are developing and selling MMDBMS that can be 
used on PC or mobile devices. Representative MMDBMS’s include TimesTen of 



260 J.-J. Kim et al. 

Oracle, eXtremeDB of McObject, and Dali of AT&T Bell Laboratory. However, 
these MMDBMS’s support only a small number of spatial data types and spatial 
operators, and their completeness is low. When the research directions of related 
research institutes and universities are examined, most researches are focused on 
high-performance query processing technology for processing complicated queries, 
indexing technology optimized to main memory, recovery technology in preparation 
for system failure, duplication technology for non-stop function, etc. [3,4,8], but not 
many researches are being made on data types, operators and indexes for processing 
moving object data. Therefore, it is urgently necessary to research and develop 
MMDBMS that has these functions and, at the same time, can process and manage 
large moving object data. 

TMOM(Telematics Moving Object Main Memory DBMS) proposed in this paper 
provides spatial, spatio-temporal and temporal data types and corresponding operators 
following the spatial data model of OpenGIS “Simple Features Specification for 
SQL” [7] to process large moving object data, and supports spatial, spatio-temporal 
and trajectory indexes optimized to main memory for the fast search of large moving 
object data. In addition, it provides a recovery function with minimized disk input-
output to maximize system performance. Moreover, to enhance transmission 
efficiency in data import/export between telematics applications and a back-end 
DBMS, it supports a compression function and a data caching function suitable for 
the characteristics of spatial data. Therefore, TMOM can be a very useful moving 
object MMDBMS running on a data server to provide efficient telematics services.  

The structure of this paper is as follows. Following Chapter 1 Introduction, Chapter 2 
reviews related works including the background of this paper and the requirements of 
the moving object MMDBMS. Chapter 3 explains the structure and key technologies 
of TMOM, and Chapter 4 describes performance evaluation. Lastly, Chapter 5 
mentions the conclusion and possible future work. 

2   Related Works 

This chapter reviews related works including the background of this paper and the 
requirements of the moving object MMDBMS. 

2.1   Background 

Standard spatial data types and operators are presented in OpenGIS “Simple Features 
Specification for SQL” [7]. Table 1 shows spatial data types and spatial operators of 
OpenGIS. 

Table 1. Spatial Data Types and Spatial Operators 
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OpenGIS defines various spatial data types and operators including 7 spatial data 
types (Geometry types) and 16 spatial operators (Spatial Relation Operators and 
Spatial Analysis Operators). 

Researches related to the index of moving objects are largely divided into three 
categories [5]. First, researches related to indexes for searching present and future 
location include R-tree, Quad-tree and TPR-tree. Second, researches for searching 
past location include 3DR-tree, HR-tree and MV3R-tree. Third, researches on past 
trajectory indexes for the movement of moving objects include STR-tree, TB-tree and 
CR-tree (Combined R-tree). Indexes for high cache performance to optimize the main 
memory include CSB+-Tree, pR-Tree and CR-Tree (Cache-conscious R-tree). CSB+-
Tree, which is a variation of B+-Tree, removes pointers to child nodes except the 
pointer to the first child node of a node and stores the child nodes consecutively in the 
main memory to reduce cache failure in B+-Tree. pR-Tree, which is a variation of R-
Tree, removes the coordinates of child MBR (Minimum Bounding Rectangle) 
overlapping with the coordinates of parent MBR to reduce cache failure in R-Tree. 
Also, CR-Tree is a variation of R-Tree that compresses MBR, which occupies the 
largest part of the index in R-Tree, and uses the compressed MBR as keys to reduce 
cache failure in R-Tree.  

Representative checkpoint techniques for MMDBMS are transaction consistent 
checkpoint, action consistent checkpoint, and fuzzy checkpoint technique [1]. The 
transaction consistent checkpoint technique carries out checkpoint at the point when 
all going transactions have been completed, and the action consistent checkpoint 
technique carries out checkpoint when actions have been completed, assuming that a 
transaction is the continuity of actions on DBMS. In case of the fuzzy checkpoint 
technique, if a checkpoint takes place, the technique creates a process to carry out 
checkpoint and carries out checkpoint asynchronously to other transactions. Because 
this technique carries out checkpoint separately from other transactions, it is superior 
in performance to other checkpoint techniques. 

2.2   Requirements of Moving Object MMDBMS 

Technology for the moving object MMDBMS is a key technology for all telematics 
services. To provide telematics services, the moving object MMDBMS needs 
efficient data modeling for continuously changing data to reduce the cost of data 
update, and various operators to process frequently used query forms efficiently [3].  

In addition, it needs indexing technology optimized to the main memory for the 
fast search of large moving object data. The index has a structure that can improve 
search performance in telematics services in consideration of the characteristics of 
moving object location data [4]. What is more, in MMDBMS, most tasks are 
performed on the main memory but logging for recovery and checkpointing require 
disk input-output. Therefore, high-performance transaction processing technology and 
efficient recovery technology are required to maximize system performance through 
minimizing disk input-output in logging and checkpointing, which occupies most of 
transaction execution time [6].  

Lastly, data compression technology is necessary for compressing and 
decompressing data for efficient network transmission in data import/export among 
various systems including telematics applications and middleware. What is more, in 
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order to reduce transmission delay and raise data transmission rate in responses to 
users’ queries, data caching technology is needed to send important data first and less 
important data later [10]. 

3   TMOM (Telematics Moving Object Main Memory DBMS) 

This chapter explains the structure of TMOM and main technologies used in TMOM. 

3.1   Structure of TMOM 

Figure 1 shows the overall structure of TMOM. 

 

Fig. 1. Structure of TMOM 

The interface manager provides a standard interface for various systems including 
telematics applications and middleware to access TMOM, and the query processing 
manager analyzes and processes queries using a query language compatible with SQL 
99 such as DDL, DML and DCL, and executes search, insert, delete and update 
operations on various types of data using spatial, spatio-temporal and temporal data 
types and corresponding operators. The index manager increases fan-out by reducing 
the entry size for the fast search of large data, and provides an index optimized to the 
main memory by minimizing cache access failure. 

In addition, the data compression manager provides a compression technique 
suitable for the spatial data characteristics for high network transmission efficiency in 
data import/export among various systems including telematics applications and 
middleware, and the transaction manager guarantees data integrity by processing 
commit and rollback operations, and provides high-performance transaction 
processing feature in query processing using algorithms optimized to the 
characteristics of the main memory. The backup/recovery manager provides the 
function that backups data into the disk using a back-end DBMS to cope with 
abnormal termination of the system or data loss and recovers the database completely 
to the state before the failure using the log file provided by the transaction manager.  
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The data cache manager provides the incremental transmission function that sends 
important data first and less important data later for efficient data transmission in data 
import/export, and the import/export manager performs the data exchange function 
using a standard interface (e.g. ODBC) among various systems including telematics 
applications and middleware. The memory manager uses the shared memory as a 
database space for managing large data efficiently in the main memory and provides 
the memory access synchronization function using the dynamic memory allocation 
and semaphore based on the first-fit method. 

3.2   Data Types and Operators 

TMOM supports all spatial data types and operators specified in OpenGIS “Simple 
Features Specification for SQL” [7]. Also, it supports spatio-temporal data types and 
spatio-temporal operators by extending spatial data types and operators presented by 
OpenGIS. Table 2 shows spatio-temporal data types and spatio-temporal operators 
provided in TMOM. 

Table 2. Spatio-temporal Data Types and Spatio-temporal Operators 

TMOM supports temporal data types and temporal operators for processing the 
temporal data of moving objects. Table 3 shows temporal data types and temporal 
operators of TMOM. 

Table 3. Temporal Data Types and Temporal Operators 

   

3.3   Data Compression 

To compress spatial and spatio-temporal data, TMOM uses the arithmetic coding 
technique based on the difference in distance from the standard point. In general, the 
largest part of spatial and spatio-temporal data in telematics is occupied by 
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MultiLineString or Polygon rather than by Point or SimpleLineString. 
MultiLineString or Polygon generally takes a clustered form for a specific region or 
time. Therefore, if the difference in distance from the standard point of 
MultiLineString or Polygon is obtained, the data of the actual standard point occupies 
8 bytes, but the integer part of difference values appearing afterward decreases 
gradually. This technique can attain a higher compression rate when moving objects 
are clustered compactly. Figure 2 shows an example of data compression using the 
arithmetic coding technique.  

Fig. 2. Example of Spatial and Spatio-temporal Data Compression 

If +7.8781, the difference between 207068.9921 which is the X coordinate of the 
first polygon and 207061.114 which is the X coordinate of the first polygon, is 
expressed in arithmetic coding compression structure, the data can be compressed 
efficiently. In addition, if not only the differences between the X coordinates of 
polygons but also -12.2309, the difference between 207068.9921 which is the X 
coordinate of the first polygon and 207081.223 which is the X coordinate of the 
second polygon, is compressed, compression performance can be enhanced further by 
solving the problem in the existing arithmetic coding technique, where the first 
coordinate of each polygon could not be reduced.  

3.4   Indexes 

In this paper, we extend existing disk-based indexes, such as spatial index R-tree, 
spatio-temporal index 3DR-tree and trajectory index CR-tree (Combined R-tree), for 
the efficient search of spatial and spatio-temporal data. That is, because the existing 
disk-based indexes are not adequate in the main memory environment, we optimize 
these indexes fittingly to the main memory for TMOM. 

In order to adapt the disk-based indexes to the main memory, CR-tree (Cache-
conscious R-tree) is applied with its problems improved. First, to reduce the growing 
size of MBR, we apply a compression technique that can express the left-bottom point 
of MBR in relative coordinates (2byte) and the right-top point in the size of MBR 
(1byte). This technique can reduce the size of data while maintaining the accuracy of 
MBR appropriately. Figure 3 shows an example that compresses the index of TMOM. 

Compressed MBR of object A is (119, 121, 121, 102), and because the size of 
MBR of object B deviates from the range of 1 byte the MBR can be expressed as 
(400, 173, 226, 224) through quantization. Second, to reduce the cost of additional 
update for reconstructing MBR compression, we apply the compression standard 
point differently for broad distribution and narrow distribution. Broad distribution is a 
case that the size of the whole MBR is larger than 2 bytes, and narrow distribution 
less than 2 bytes. In broad distribution, compression is done based on the left-bottom 
point of extended MBR of the parent node, and in narrow distribution it is done based 
on the left-bottom point of the whole MBR. If compression is done in this way, it 
becomes insensitive to changes in MBR and, as a consequence, we can reduce the 
cost of additional update for reconstructing MBR compression. 
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Fig. 3. Example of TMOM Index Compression 

3.5   Recovery Technique 

TMOM uses the fuzzy-shadow checkpoint technique, which can solve the problems 
of checkpointing for redundant data and the waste of space in the fuzzy-pingpong 
checkpoint technique used in most of existing MMDBMS’s. That is, using the fuzzy-
shadow checkpoint technique that improves the existing fuzzy check point technique 
based on pingpong update, TMOM records dirty pages in the main memory database 
into new empty pages in a database file and, if the system fails during checkpointing, 
it maintains database consistency through recovery using the existing pages. Figure 4 
shows the structure of TMOM recovery procedure suggested in this paper.  

 

Fig. 4. Structure of Recovery Procedure 

In Figure 4, the active transaction table is a table to store information on currently 
running transactions, and the dirty page table stores information on pages changed 
after the latest checkpoint. Also, the local log buffer stores the log of each transaction 
to prevent performance from being lowered by logging competition among 
transactions, and the global log buffer stores the redo log of partially completed 
transactions. Lastly, the log file stores the redo log information of completed 
transactions, the anchor file stores meta information on the log file and the database 
file when checkpointing, and the database file stores the snapshot image of the main 
memory database when checkpointing. 
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4   Performance Evaluation 

In this chapter, we evaluated the performance of the index, the data compression, and 
the recovery technique. The evaluation was made in Pentium IV 2.53GHz CPU, 1GB 
memory and Redhat 9.0 environment. Our test used data on buildings in Seoul and 
buildings in a specific area as spatial data, and data generated by the network-based 
location data generator [2] and GSTD [9] as moving object data.  

4.1   Index Performance Evaluation 

Index performance evaluation was made by comparing the index size, data insert time 
and data search time of spatio-temporal index 3DR-tree and TMOM index. Figure 5 
shows the comparison of index size and data insert time. 

 

Fig. 5. Index Size and Data Insert Time 

As shown in Figure 5, performance in terms of index size is 40~45% higher in the 
TMOM index than in the 3DR-tree, and performance in terms of insert time is 5~10% 
lower in the TMOM index than in the 3DR-tree. Figure 6 shows the comparison of data 
search time. 

 

Fig. 6. Data Search Time 

As in Figure 6, performance in terms of data search time is 30~35% higher in the 
TMOM index than in the 3DR-tree for both data from GSTD and data from the 
network-based location data generator. 
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4.2   Data Compression Performance Evaluation 

To evaluate data compression performance, we compared compression size and compre-
ssion time between the gzip compression and the arithmetic coding technique used in 
TMOM. Figure 7 shows the comparison of data compression size and compression time. 

 

Fig. 7. Data Compression Size and Compression Time 

As in Figure 7, performance in terms of compression size is 25~30% higher in the 
arithmetic coding technique than in the gzip compression for spatial data, and 
20~35% higher for moving object data. Also, performance in terms of compression 
time is 20~25% higher in the arithmetic coding technique than in the gzip 
compression for spatial data, and 10~15% higher for moving object data.  

4.3   Transaction/Recovery Performance Evaluation 

To evaluate transaction and recovery performance, we compared transaction 
processing time, checkpointing time and recovery time between the fuzzy-pingpong 
checkpoint technique and the fuzzy-shadow checkpoint technique used in TMOM. 
Figure 8 shows the comparison results of them. 

 

Fig. 8. Transaction Processing Time, Checkpointing Time and Recovery Time 

As in Figure 8, performance in terms of transaction processing time is 20~25% 
higher in fuzzy-shadow checkpoint than in fuzzy-pingpong checkpoint and in terms of 
checkpointing time 85~90% higher, but in terms of recovery time 1~5% lower. 
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5   Conclusions and Future Work 

This paper designed various spatial, spatio-temporal and temporal data types and 
corresponding operators for efficient processing of queries in telematics services, and 
suggested indexing technology optimized to the main memory for the fast search of 
large spatial and spatio-temporal data. Also, we developed recovery technology that can 
minimize disk input-output to maximize system performance, and data compression 
technology for enhancing transmission efficiency in data import/export of TMOM. And 
lastly, we designed and implemented TMOM that can process and manage moving 
object data efficiently in telematics services. Furthermore, we evaluated the 
performance of the developed technologies and proved their superiority. TMOM 
developed in this paper can be used as a solution for efficient data processing and 
management in various real-time telematics services. In future research, we need to 
study and develop duplication techniques for duplicating and maintaining databases to 
provide the non-stop operation environment when the system terminates unexpectedly.  
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